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Abstract

For a long time, vehicle safety was understood to be essentially only the seat belt, a reason-
ably large crumple zone, and airbags. Traditionally, car manufacturers had to ensure the
safety of drivers and passengers through devices which used to protect the occupants against
physical damage, caused by accidents. In the era of connected cars, safety and security may
also be impaired that people deliberately launch cyber attacks on vehicles, which is otherwise
only known from the Internet. Recently, it has been shown that hackers can access a car’s net-
work and take remote control [1–5]. Nowadays, modern cars have full access to the Internet,
using network communication to other vehicles and interact with the road infrastructure in
accordance with local traffic conditions. Advances in technology, connected and autonomous
vehicles create several attack surfaces for potential cyber attacks [6], [7]. On that account, in-
formation security comes to an increasingly higher significance within the automotive sector.
Conventional network security strategies, such as firewalls and gateways can prevent an unau-
thorized external access to the network. When it comes to automotive cyber security, threats
are, however, more subtle. The potential security risks are currently changing significantly,
as the internetworking of physical devices intersects with the automotive industry where in-
formation security meets functional security. This risk is growing due to the increasing use of
standardized components and open interfaces which lead a possible hacker to new challenges.
A central approach to mitigate these vulnerabilities is the permanent observation and analy-
sis of network data and asserting their legitimacy. The main objective is to detect possible in-
trusions by examining patterns in the observed data that deviate from the expected behavior.
In this thesis, the applicability towards the problem of detecting anomaly-based intrusions
in an automobile network by means of a self-learning mechanism is proposed and evaluated.
Using in-vehicle network recordings of a modern sedan, a neural network is trained in order
to detect simulated attacks as anomalous behavior deviating from the learned vehicle state.



Zusammenfassung

Lange Zeit verstand man unter Fahrzeugsicherheit im Wesentlichen den Dreipunktgurt, eine
relativ große Knautschzone sowie Airbags. Um die Sicherheit von Autofahrern und Passagie-
ren gewährleisten zu können, mussten Automobilhersteller für gewöhnlich Vorrichtungen an-
bringen, um so körperliche Schäden vorzubeugen, die bei Verkehrsunfällen entstehen. In der
Connected-Car-Ära können zusätzlich Cyberangriffe die Fahrzeugsicherheit beeinträchtigen.
Diese sonst nur aus dem Internet bekannten Attacken können gegenwärtig bewusst auf Autos
verübt werden. Dass sich Hacker Zugriff in das Automobilnetzwerk verschaffen und somit
ein Fahrzeug fernsteuern können, wurde jüngst bewiesen [1–5]. Heutzutage haben moderne
Autos Internetzugang, sie vernetzen sich mit anderen Fahrzeugen und können mit ihrer Um-
welt interagieren. Der technologische Fortschritt, vernetzte und selbstfahrende Fahrzeuge
bieten Hackern zahlreiche Angriffsflächen für mögliche Cyberattacken [6], [7]. Aus diesem
Grund wird der Cybersicherheit in der Automobilbranche eine besonders große Bedeutung
zugeschrieben. Konventionelle Strategien aus der IT-Sicherheit, wie beispielsweise Firewalls
und Gateways, können einen unautorisierten Systemzugriff verhindern. Im Hinblick auf den
Automobilbereich, sind mögliche Bedrohungen allerdings subtiler. Aufgrund der Überschnei-
dung von vernetzten Geräten mit der Automobilindustrie, vor allem dort, wo IT-Sicherheit
auf funktionale Sicherheit trifft, ist das Angriffsrisiko nicht nur im stetigen Wandel, sondern
steigt zudem durch den verstärkten Einsatz standardisierter Komponenten sowie offener
Schnittstellen. Dadurch wird die Automobilbranche vor neue Herausforderungen gestellt.
Ein Ansatz, um Autos vor Cyberangriffen zu schützen, besteht in der aktiven Überwachung
des Fahrzeugnetzwerks, um Angriffe als Abweichung vom validen Überwachungszustand
zu erkennen. Im Rahmen dieser Abschlussarbeit wird die Anwendbarkeit einer Anomalie-
basierten Angriffserkennung auf Fahrzeugnetzwerke, im Sinne eines selbstlernenden Verfah-
rens, vorgestellt und evaluiert. Unter Verwendung aufgezeichneter Fahrzeug-Bus-Daten, wird
ein neuronales Netz trainiert, um simulierte Angriffe auf das Fahrzeugnetzwerk zu erkennen.
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Glossary

ABS Anti-lock Braking System. Prevents the wheels from locking during emer-
gency braking and avoids uncontrolled vehicle skidding. 10

ACK Acknowledge Field. Confirmation field used to receipt a correct incoming
CAN frame. 11

Actuator Component of machines that converts the ECU’s electrical signal into me-
chanical control movement. 8

AI Artificial Intelligence. A branch of computer science where computers per-
form operations based on learning and decision making. 27

ANN Artificial Neural Network. A self-learning system which is designed after the
human brain to recognize patterns. 5, 27, 30, 36, 37, 38, 41, 43, 44, 57, 61,
68, 69

ARMA Autoregressive-Moving Average. Linear, discrete models of predictive pro-
cesses which are used for statistical analysis. 29

CAN Controller Area Network. Technology used in automobiles to link various
electrical devices. 2, 9, 10, 11, 12, 22, 23, 27, 46, 48, 51, 53, 54, 56, 57, 58,
59, 60, 61, 62, 63, 66, 67, 68, 69, 70

CRC Cyclic Redundancy Check. Safety field used for transfer fault detection. 11

DFA Deterministic Finite Automaton. State machine that changes among the
possible state input, in which it is currently located, into a uniquely deter-
mined state condition. 14

DNN Deep Neural Network. Deep learning is the name used for stacked neural
networks; that is, networks composed of several layers of nodes. 5
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ECU Electronic Control Unit. Controls one or more electrical subsystems in a
vehicle’s network. 1, 2, 3, 7, 8, 10, 11, 53, 66

ESC Electronic Stability Control. Electronically controlled driving assistance sys-
tem, which counteracts by braking individual wheels. 10

FlexRay Scalable and flexible high-speed communication protocol with safety and
security related features in mind. 10, 70

FSM Finite State Machine. Mathematical model of technical/mechanical machin-
ery composed of finite states, transitions and actions. FSM process character
strings and generate output. 14

ID Message Identifier. Defines the priority of a CAN message. Smaller IDs have
a higher priority on the CAN. 11, 56, 58, 60, 66, 67

IDPS Intrusion Detection and Prevention Systems. Focused on identifying possible
attacks, monitoring incidents and attempting to stop them. 31, 48, 51

IDS Intrusion Detection System. Software or device to detect attacks that are
directed against a computer system or computer network. 3, 27, 31, 32, 69,
70

IoT Internet of Things. Integration of computing capacity and communication
ability in devices, creating a network of distributed, intelligent systems. 8

IPS Intrusion Prevention System. Unlike an IDS, the IPS has no monitoring
function, but directly controls the traffic to fend off attacks. 31, 48

k-NN k-Nearest Neighbors. A classification algorithm in which a class assignment
is made in consideration of its neighbors. 28

LIN Local Interconnect Network. Low cost communication for intelligent sensors
and actors where CAN’s versatility is not required. 10, 70

MLP Multi-layer Perceptron. A neural network with one or more layers between
input and output layer. 41, 42
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MOST Media Oriented Systems Transport. Infotainment field bus which is used to
transport audio, video, voice and data signals. 10, 70

NFA Non-Deterministic Finite Automaton. Unlike the DFA the possibilities are
not unique, therefore, the automaton is not predefined what transition is to
be chosen. 14

Node In the CAN topology each equally eligible participant is called a node. 10

OSI Open Systems Interconnection. Model which describes the communication
requirements that must be met for different network components. 10

PCA Principle Component Analysis. Statistical technique to identify hidden pat-
terns and their classification in data recordings. 21, 27

V2I Vehicle-to-Infrastructure. Wireless communication concept to realize data
transfer between automobiles and infrastructural facilities. 1

V2V Vehicle-to-Vehicle. Mobile communication technology that allows automo-
biles to directly communicate with each other. 1
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Part I

Fundamentals



Chapter 1

Introduction

This chapter is intended to give the reader an insight into the topic,
and to provide an overview of the thesis at hand, summarizing its moti-
vation, approach and the problem statement completed by an outline.

Cyber attacks targeting connected vehicles can endanger driver and pas-
senger safety. As more and more cars are getting connected to the In-

ternet it is imperative to deal with those risks before efforts in cyber crime will become vital.

With integrating embedded devices, so-called electronic control unit (ECU), most recently,
a significant progress has been made in automotive systems. Mainly for controlling an
electrical system, an ECU is not merely used for monitoring vehicular parameters but also
for enhancing its energy efficiency and reducing a car’s noise, vibration and the emission of
carbon dioxide [8]. A substantial amount of embedded devices is used to monitor and con-
trol electro-mechanical systems. Examples of such embedded systems can be seen in home
automation and modern cars. In recent times, location-based services such as vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) depend on computing devices to accom-
plish intra-vehicular communication [9] as well as inter-vehicular communication [10], [11].
These expansions of the domain of connected cars give rise to a number of security concerns.
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1.1 Motivation and problem statement

Nowadays embedded (distributed) systems are used in several applications with wide spread
and acceptance. Moreover, they become even more important due to the fact that embed-
ded software in ECUs continues to increase in domains, complexity, and sophistication [12].
In addition, skepticism regarding software in everyday life applications, even when human
existence is at stake, is diminishing or rather moving out of people’s focus. Furthermore,
steer-by-wire techniques are used in aviation for several years now and the emerging change
in automobile motorization, i.e. the transformation from fuel driven to electrically operated
engines, can be seen as a chance to establish them in the automotive field. When software
keeps on conquering new and more responsible operational areas - and even if not - it is worth
thinking about new possibilities of recognizing anomalous behavior in the software flow with-
out delay, and with low effort in preparation, action and maintenance. The protection of
vehicular systems along with their versatile interconnection and stored data against cyber
attacks such as manipulation and unauthorized access is therefore of increasing relevance.

Data Source

As a basis of the practical part approach of this work, traces (i.e. a documented set of
all messages sent within the automobile’s network system during a defined time period)
are used, recorded in a moving car for the time been driven without apparent malfunc-
tion of any of the vehicle’s components. The system is based on a controller area network
(CAN) structure (cf. 2.2.2) and all information necessary to understand the data is given.
In order to be able to detect abnormalities in the CAN data stream or to evaluate the inter-
action between different ECUs in a vehicle’s subsystem, the data transfer on the vehicular
network and in some cases internal variables of ECUs are being recorded by data acquisition
systems (in-vehicle data-logger) during the test drives. Source of the message-protocol is
a middle class sedan. The parts responsible for the communication are the same as in an
up-to-date automobile of a major manufacturer. Although the underlying CAN [13] tech-
nology is a de facto standard for serial communication, models cannot be derived without
uncertainties. This is understood as a chance to test new approaches for model-building and
safety-related functionalities. The longest protocols include more than 1.3 Million messages
and were recorded while driving for approximately 80 minutes. The long term objective is
to use the derived models for safety- and diagnosis-functions in current and future vehicles.

2



1.1.1 Motivation

As mentioned above, distributed systems are getting progressively important in many areas
and as a result, there are a lot of use case scenarios for the concept and practical implementa-
tion for this thesis. The starting point is the aim to develop (parts of) an approach which is
capable of recognizing an intrusion as an anomaly (q.v. 1.1.3) when observing the exchange
of CAN messages between the participants of a bus system in a modern automobile. Since the
CAN bus is a very common network [14] in the field of intrusion detection for vehicular net-
works, it is used for the practical parts of the work, i.e. the experiments and the evaluation.
Possible ways of using the developed system can be split into two parts: The learning can
take place either during a test drive with live broadcasting network messages, i.e. live learn-
ing, or on the basis of a recorded trace (preprocessed learning). Since it has to be guaranteed
that the anomaly detection system is usable for other automotive network protocols than
the CAN bus, the universality thought has to be kept in mind during all considerations.
In this regard, it is an explicit objective to provide a concept and prototypical implementa-
tion applicable to other commonly used protocols next to the CAN which can be observed.

1.1.2 Anomaly detection: The state of the art

Since it is crucial to ensure correct behavior, methods used for anomaly detection in reliable
systems rely on very accurate preceding steps and require a lot of working power. A typical
straightforward approach of recognizing anomalies in a computational system is the observa-
tion and analysis of variables and parameters regarding logic and other contradictions. For
example, the brake of a car should not or could not be activated while it was accelerating.
This approach becomes significantly more complicated in case of a distributed system as the
number of possible interactions increases rapidly with growing complexity. Other methods
are known from the field of software testing. In this scientific surrounding, vast models
are usually derived from specification or by observing variables or invariants. In [15–18] an
overview of promising techniques is given. Chapter 3 provides more detailed descriptions
of several methods. The basic idea of the task in this thesis is the consideration that it
should be possible to convert the problem of detecting abnormal states in a vehicle into a
data analytic problem and, furthermore, to minimize the effort that is necessary to build a
model, when a positive behavior is learned. Regarding this, an approach is proposed in [19].

3



1.1.3 Problem statement

According to [20] most security-related attacks are either input- or output-based. In or-
der to protect an in-vehicle network against intruders, two main security approaches can
be used, cryptography and intrusion detection systems (IDS). The first-mentioned has the
ability to protect the network from external attacks by ensuring the authentication and data
integrity. On the downside, cryptography cannot prevent the threats caused by internal
attacks, i.e. intruders within the automobile’s network. The later named mechanism allows
the detection of an activity deviating from the normal behavior within the network by an-
alyzing an ECU and triggering an alarm when this ECU exhibits an anomalous behavior.
The short word descriptions below (on the basis of the keywords contained in the title)
are intended to give a first quick overview of the aim and the background of this thesis.
In the following subsection, the problem that will be solved in this work is specified shortly.
A more detailed definition of the stated problem is presented and discussed in chapter 5.

Definition 1.1.1. Anomaly: In the following chapters, this term denotes a behavior devi-
ating from the standard (the benchmark has to be stated by definition).

Definition 1.1.2. Intrusion: An intrusion refers to gaining unauthorized access or to com-
promise a (computer) system by breaking the security of such a system or causing it to enter
into an insecure state.

Definition 1.1.3. Detection: Detection means recognizing whether a specified event (e.g.
an anomaly) takes place at a certain moment.

Definition 1.1.4. Network: A network should be understood as a distributed system, i.e.
a structure with several participants and active exchange of observable messages.

Problem specification

Especially in automotive applications, the impact on one’s personal life might be significant
in case of a fault causing the car being immovable. In many cases, purely software-related
malfunction causes the whole system to fail. While faults in hardware can be recognized and
located with less effort, complex software and software-systems tend to develop unspecified
behavior, especially in scenarios which haven’t been tested before. It is widely accepted that

4



testing all possible state combinations and execution ways is - if even possible - not a conve-
nient way of analyzing software [21], [22]. This thesis has to show a possibility of observing
a distributed system and assessing if it works well. If there is a malfunction, the absence of
hardware faults suggests the presence of a software fault that may lead to the system’s failing.
A priori knowledge regarding the system enables the interpretation of the traffic on the
bus. One precondition is the existence of data traces representing drives without anomalies.
As a first step of detecting possible intruders, anomalies have to be recognized. The exis-
tence of an anomaly implies the existence of a fault. To fulfill the main task of detecting
anomalies in a stream of automobile network messages, three subtasks were identified during
the work on this thesis: system modeling, complexity reduction and model fragmentation.
As a fourth subtask the performance and quality of the concept have to be tested as well as
evaluated, i.e. measured and judged. Additionally, evaluation and verification of the learned
models by a metric (to be understood similar to a performance rating) have to be enabled.

1.2 Self-learning of decomposed automata

In order to solve the problem of representing a complex real system it is proposed to enable
the self-learning of decomposed automata models. The principle aim is to find an abstracted
data representation, which provides system access when an actual stream has to be verified.
The presented solution is based on an adapted and refined method using a deep neural
network (DNN) [23–25]. A basic multi-class anomaly detection technique using an artificial
neural network (ANN) operates in two steps. First, an ANN is trained on the normal training
data to learn the different normal classes. Second, each test instance is provided as an input
to the ANN. If the network accepts the input it is normal or otherwise, it is an anomaly.
The proposed approach is inspired by a set of algorithms with the main goal of model-
ing abstractions in data by incorporating a number of processing layers along with complex
structures or otherwise, composed of a set of non-linear transformations. The feature vectors
building the DNN structure are trained with probability-based parameters and have to be ex-
tracted from the trace. Since the message volume in distributed systems can be massive, the
data is preprocessed so that several small automata can be learned. For this reason, a clus-
tering of the individual data set is necessary, grouping events that exhibit related behavior.
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1.3 Outline

This thesis is structured straightforward. Each chapter starts with a brief outline, allow-
ing the reader to easily follow the chapter’s content. In chapter 2 automotive systems
and automata theory are explained and concluded. Elemental definitions and assumptions
needed for the following chapters are provided and sorted likewise as the subsections as
can be seen in this introduction. State-of-the-art solutions in related problems are de-
scribed and explained in chapter 3 upfront. Chapter 4 discusses methods with regards
to machine learning necessary for the following paragraphs. Subsequently, in chapter 5
the problem statement is described in more detail and stated formally. In chapter 6, the
developed system is presented including its effectiveness. The results and possible future
works in the related field are drawn and discussed in chapter 7 which completes this work.
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Chapter 2

Automotive systems and automata

The subsequent chapter introduces necessary fundamentals and term
definitions with respect to automotive systems together with mathe-
matical background to ensure a convenient reading of this thesis work.

130 years after the invention of the first petrol-powered automobile, modern vehi-
cles have turned from mechanical machines into complex systems of embedded

software and electronics. This is equally applicable to industrial and agricultural engines [26].

Connected vehicles, whether it comes to cars, trucks, buses or construction machinery, use
various wireless technologies [27]. With regard to this, a new set of on-board features and
value-added services offer traffic jam warnings, reduction of fuel consumption or increasing
performance. As a consequence of the shift from mechanically operated to software-driven
vehicles, and the increasing connectivity, there is a high potential for security threats in mod-
ern automobiles [28]. A possible scenario would be an attacker injecting messages into the
car’s networks, directly or indirectly controlling the desired ECU with regard to performing
various physical control operations. Another practicable situation might be the integration
of compromised subsystems into the vehicle. Compounding this, attack surfaces are rapidly
growing as more sophisticated services and features are integrated into modern vehicles [29].
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2.1 Nomenclature

With consideration of easy comprehensibility, the used nomenclature in this thesis is intro-
duced in the following section. Scalar variables and parameters are written in italics, for
instance x, and matrices are named with uppercase letters which are printed in boldface (e.g.
X). To mark a vector, a standard arrow is used (e.g. ~x), while constants will be abbreviated
to a lowercase Greek letter such as α. Lowercase Latin letters denote a function (e.g. x). If a
letter represents a tuple, it is printed in boldface and lowercase (e.g. x). Finally, calligraphic
uppercase letters specify value sets (e.g. X ). An overview of the definitions is given in ta-
ble 2.1. All these rules are not valid for indices as they are always printed in lowercase italics.

Category Symbol
Constants α

Functions x
Matrices X
Sets X

Tuples x
Variables/Parameters x

Vectors ~x

Table 2.1: Typeface and notation of used symbols.

2.2 Automotive systems

Nowadays, the majority of automotive innovations is achieved by the means of software and
electronics. Following a moderate but steady annual growth between 6 percent [30], [31] and
9 percent [32], the market for vehicle electronics is expected to have a yearly global volume
of approximately 280 billion euros by the year 2020 [33]. As the internet of things IoT links
automobiles by performing safety-critical functions without the need for human intervention,
the growing technological progress in the automobile space is becoming more central to
the act of mobility. As connected and driverless cars emerge, technologies such as Internet
connectivity will become less an accessory and more a critical component. Connected vehicles
and associated services will play an increasingly greater role, moreover, the vast number of
software operating modern cars raises the likelihood of threats and vulnerabilities [34], [35].
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2.2.1 E/E architecture

Modern cars contain up to 80 ECUs that perform various tasks over several bus systems [36],
[37]. A typical job would be an ECU controlling the vehicle’s engine. The main function is
to get information from a multitude of sensors. This input is used to calculate control values
and run certain actuators to enforce the actions determined by the modules. Several ECUs
need to exchange data among themselves, share values and verify with each other during
the vehicle’s normal operation, resulting in a complex network of hard- and software sub-
systems [38] distributed by a diversity of suppliers [39]. The electric and electronic parts to-
gether with the corresponding network inside a modern executive car are shown in figure 2.1.

Figure 2.1: Electronic components and in-vehicle network in a modern executive car [40].

2.2.2 Controller area network

With the developments taking place in the electronics and semiconductor industry, mechan-
ical in-vehicle systems were being replaced by more robust systems with improved perfor-
mance. Providing a mechanism which is incorporated in the hardware and the software,
the CAN is a common vehicular bus system used in European petrol and diesel vehicles
since 2001 and 2004 respectively [41]. It is also adopted in other safety-related fields such as
industrial automation and vehicle engineering in addition to aviation technology. The main
functionality is to connect all the electronic components in a car. Before CAN, in-vehicle
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devices were connected using point-to-point wiring. Most important for the thesis at hand
is the CAN’s message structure. To provide a better understanding, additional background
information is given, for example the electrical properties. Developed in 1983, the German
company Robert Bosch GmbH is still extending the CAN specification in order to improve
the quality of automobiles thereby making them more reliable, safe and fuel efficient [42].

Bus structure

The standard defines four layers (application, physical, transfer and object layer) which
correspond to the abstraction layers in the open systems interconnection (OSI) model [43].
Since CAN is an event-triggered controller network serial field bus communication, it ex-
hibits the associated topology (cf. figure 2.2), so that two wires connect all participants [44].
Principally, all of them are directly connected to each other as the information is transferred
to a so-called broadcast communication, which means that the transmitted information is
received by all ECUs also known as nodes [45]. This configuration guarantees a simple
extension or reduction of an existing embedded system, hence, a new member can just be
added to the bus lines, as long as the bus load does not tend to cross the limit of other nodes.

Figure 2.2: Serial field bus topology.

CAN architecture in automobiles

Typically, an automobile network is formed by different on-board buses around specific
domains, namely connecting cabin control functions (e.g. window lifters, heating and ven-
tilation system) and the powertrain [46]. The latter provides the interlinked functioning
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of safety-critical components, such as engine management, anti-lock braking system (ABS)
and electronic stability control (ESC). Nowadays, the requirements of multimedia, scalable,
safety and security-related functions within automobiles is tending upwards in response to
increased demands. This field is dominated by other bus systems like the media oriented
systems transport (MOST) [47], local interconnect network (LIN) [48] and FlexRay [49], to
improve the quality of automobiles thereby making them more reliable, safe and fuel efficient.

Message structure

A CAN message is packaged in a CAN bus specific format. This packaging is referred to as a
frame and consists the message identifier (ID) indicating who is intended to read information
and data (cf. table 2.2). Depending on the frame format (base or extended), the identifier can
be represented by 11 or 29 bits. The underlying message structure is equivalent to both the
standard and extended CAN version. As the data field length can be varied, it is necessary to
transmit a variable that encodes this information. In addition, some standard indicators are
used, such as control field, cycling redundancy check (CRC) and acknowledge field (ACK).

Start Frame ID Control Data CRC ACK End Frame
1 bit 11 or 29 bits 6 bits up to 64 bits 16 bits 2 bits 7 bits

Table 2.2: CAN bus data message structure.

When it comes to a CAN system, no master is controlling individual CAN nodes that have
permission to write and read data on the bus [50]. When an ECU is ready to broadcast
data, on the first place, the bus is checked on the condition of being busy, only then a
message is written onto the bus network. The frames that are sent over the bus typically do
not contain information of either the sending ECU or any of the intended receiving nodes,
on the contrary, a uniquely provided ID labels the frame throughout the CAN. All nodes
associated with the network receive the frame, and depending on the frame’s identifier, each
ECU on the network decides whether to reject or accept the received data. In the case where
different nodes are trying to send a message onto the CAN bus simultaneously, the node with
the uppermost priority is automatically granted bus access [51]. Before trying to broadcast
again on the CAN, nodes with low priority must wait until the bus becomes available.
In this way, deterministic communication among several nodes is ensured over the CAN bus.
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Electrical and mechanical properties

An electrically implemented arbiter guarantees that messages with the highest priority are
transmitted earlier than those with less priority. Due to the broadcast nature of the CAN bus,
all ECUs receive a message and decide whether the content is of interest [52]. The messages
uses a scheme of bit-wise arbitration to control access to the bus, and each message is tagged
with a priority. The lower the associated CAN identifier, the higher its priority. Low-priority
messages are overwritten and send cyclically until they are acknowledged by the recipients.
Data is written onto the bus which is instantiated by two or three cables (the signals are
often represented on differentially transmitting cables and an optional ground wire). Rules
regarding voltages and mechanical properties of connectors which have to be used do not
exist within the primal norm but some quasi-standards evolved over time. Regarding some
questions the norm document is ambiguous. Neither the logical dominance nor the related
physical values are defined. Several implementations are used by engineers. Zero-dominant
and recessive solutions can be found, mainly using 3.5 or 5 volts defining the necessary
voltage level [53]. When nothing is transmitted, the recessive voltage level can be measured
on the bus wire. These design decisions have consequences regarding the abilities of this
type of bus system: Data rates from 125 kbit/s to 1 Mbit/s are possible when using a CAN
bus cable that is not longer than 40 meters. However, larger payloads improve the protocol
efficiency and lead to a higher throughput, targeting an average data rate of 2.5 Mbit/s [54].

2.3 Automata

This section briefly introduces fundamentals of automata as it deals with designing abstract
self-propelled computing devices that follow a predetermined sequence of operations auto-
matically and needed for considerations in later chapters. The most important distinction
has to be made between the two types of automata which are named after their inventors:
Mealy and Moore [55]. The differences concern the interpretation of transitions and states.
When talking about a Mealy machine, a transition represents the input or output of a sym-
bol while a state implies the history of states or symbols, respectively. A Moore automaton
defines them contrarily: A state stands for a symbol’s absorption/emission while a transi-
tion only depends on the past events. Figure 2.3 shows an example machine, specifically an
input-output state machine, meaning that every transition is associated with two symbols,
where for each possible input every given state has one, more than one or no transition.
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If an input matches a transition for the currently present state, the machine changes to the
state that transition points to. Such a machine works as an acceptor and emitter simulta-
neously: A validated input sequence is responded with a corresponding sequence of output
events. In order to model collaboration between components of groupware systems and their
interconnections, in figure 2.3 the automaton depicts all relevant properties of such a con-
struction. These formalized properties of automata are highlighted in the following section.

Figure 2.3: Example input-output state machine automaton.

2.3.1 Definitions

An automaton is a tuple [56] exhibiting the form:

a = (Z,A, d, z0(,ZF)) (2.1)

Mathematical terms are stated subsequently following the rules presented in section 2.1.
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• Letter l ∈ Alphabet A – A letter is an element of the alphabet. Every symbol
equals one letter.

• Symbol s ∈ A – A symbol is emitted, absorbed or both when a transition or state
is activated, respectively (cf. [55]).

• State zn ∈ Z – The black nodes depicted in figure 2.3 are called states. z0 is the
starting state, while ZF contains all final states in case of a finite state machine.

• Transition tij ∈ T – Two states are connected by a transition represented by
an arrow in the picture. More common is the denotation as transition function
d : Z ×A −→ Z.

• Word w ∈ L – A word is a sorted tuple of symbols absorbed or emitted by an
automaton.

• Language L – The set containing all correct words (related to the automaton) is
called its language. It is a regular language iff : |L| ∈ N.

Finite State Machines

There are several types of automata. An utterly important one is the finite state machine
(FSM), whose special property is the existence of finite states which represent ending points
of words and reacts to occurring events [57]. The nature of the reaction depends on the
currently active state and the event. Possible responses are performing actions that change
variables or the system to a different state. Thus, a lamp, for example, can be situated in
the state of ON or OFF, in this case, a switch would trigger events enabled and disabled.
Usually, FSMs are represented with the aid of models to define the operation in a clear
and comprehensible manner. A standard FSM has one starting state. Another important
aspect is the property whether only one symbol can trigger a change, or if probabilities
define which symbol is used. According to these characteristics, they are called deterministic
finite automaton (DFA) and non-deterministic finite automaton (NFA), respectively. Most
systems can be realized with the help of FSMs, however, it is certainly appropriate whenever
the complexity of their functionality exceeds a certain level, to rely on an advanced model.
Specifically, the adoption of nested states often facilitates the modeling of complex systems.
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2.3.2 Properties

Equivalence

A minimal representation exists for every system. Figure 2.4 shows the reduced automaton
representing the same system as the state machine in figure 2.3. The property which has to
be equivalent is the set of valid words. The example can be retraced when state A* is under-
stood as the given starting point. Since the depicted automata are based of both inputs and
outputs, an accepted word has to result in the same outcome, i.e. a chain of ones and zeros.
Figure 2.4 shows that a smaller (5 states and 10 transitions) and a bigger automaton (q.v.
2.3) (7 states and 14 transitions) can represent an equivalent (identical) system behavior.

Figure 2.4: Reduced example input-output state machine automaton.

Definition 2.3.1. Homomorphism: This term implies the relationship between two au-
tomata, when both accept the same language but do not show equal properties concerning the
structure, i.e. states and transitions. The mapping described has to be valid in one direction.

Definition 2.3.2. Isomorphism: When the mapping mentioned above is invertible, two au-
tomata with the same language can be considered isomorph. Isomorphism exists between
two machines, if they differ in the their state’s name and otherwise exhibit the same behavior.
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Graph properties

The theory of graphs provides several useful attributes for the description of automata [58].
All of them can be used for complete graphs as well as for subgraphs, thus for only some of
the objects and links. Every automaton is a directed graph, for the reason that a transition
works only in one direction. It can be symmetric but in most cases it is considered as
asymmetric, otherwise there would have to be either two or no vertices between two states.
Concerning the structure of a graph, cyclic graphs (also: circular or cycle graphs) can be de-
fined by the fact that all states are periodic, because all of them lie within a circle structure.
A graph is called recurrent, when all objects are reachable several times in a finite amount
of time, while states which can be reached only once are called transient. If a subgraph is
cyclic and is defined by a subset of states which cannot be left, it is called ergodic. When
the subset has only one member, it is denoted absorbing. A good possibility to evaluate the
inner connectivity are the following attributes: A directed graph is weakly connected, if all
objects can be reached from every other state, without respecting the direction of the tran-
sitions. If this is the case when the directions are respected, the graph is strongly connected.
A graph which is strongly connected cannot be reduced and is therefore called irreducible.

Discrete event-based systems

Modeling of a system in discrete event-based manner is the application of automata theory
driven by electrical engineering [59] and automotive systems [60]. Other common tools are
Petri nets [61] and Markov models [62–64]. The most important characteristic are time-
dependent states that are modeled with real-time requirements. A possible application field
is usually the representation of dynamic systems that are modeled by finite state automata.
Petri nets, named after Carl Adam Petri, are an extension of standard automata, providing
possibilities to represent parallel and/or dependent processes with less objects. Another
common name is place or transition net which imply the basic principle of such nets: Three
types of objects are necessary to build a Petri net, namely transitions, directed arcs and
places. The arcs connect a transition and an output or input place depending on its direc-
tion. Every place can be marked by one or more tokens. Transitions fire as soon as all of their
input places are marked by at least one token and transfer them to the output places. Since
a transition stops the ongoing of the process until all necessary places are marked, it is most
certainly that parallelism and dependencies can be modeled in a straightforward manner.
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Hierarchies

Automata which represent complex systems can have a very large extent. It is possible to
describe systems of any complexity, but with increasing size it can be reasonable to introduce
hierarchies. Two ways of abstraction are conceivable: The different levels can map actually
existing system levels, so that the machine on the uppermost level represents the overall sys-
tem. The second possibility is to use several automata to distinguish between different time
domains. In the second case mentioned before, one machine is running for a defined period
of time until it is replaced by another machine representing the subsequent period of time.
Both possibilities explained use a number of smaller automata to describe a larger system.
As a consequence, a connection between the smaller machines becomes necessary. This can
be solved by introducing a normal transition or by using a completely different technique.

Canonicity

When automata are intended to represent a certain structural behavior, some further crite-
ria have to be defined. Otherwise canonical automata will be the straightforward solution.
Without stating constraints concerning quantity of states and transitions or complexity, the
easiest suggestion would be a maximal or a minimal canonical automaton. The first type
exhibits the following properties: One starting point leads to n (n = |L|) sub-chains, each
is as long as the word that it stands for (cf. figure 2.5).

Figure 2.5: Maximal canonical automaton with ten states and nine transitions.
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A minimal canonical automaton is created even with less effort. It consists of one state node
with m (m = |A|) transitions pointing at it (cf. automaton with one state in figure 2.6).

Figure 2.6: Minimal canonical automaton with one state and four transitions.

2.4 Statistics

Statistics can be considered as the fundamental basis of this thesis. The used standard for-
mulae and methods [65] are listed in the following itemization in order to introduce the topic.

Standard metrics

The simplest but probably most important metrics in statistics when analyzing a sample set
X = {x1, ..., xn} are:

• Arithmetic mean – The arithmetic mean x is commonly referred to as an average,
obtained by adding quantities together and dividing the sum by the quantities’ value.

x =
n∑
i=0

(
xi
n

) (2.2)

where x is the arithmetic mean, xi represents a group of values and n is a total of
numbers in a data set. The peak of a Gaussian distribution corresponds to this point.
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• Variance – The variance represents the width of the distribution function at the base
of the graph (in contrast to kurtosis) indicating how widely the existing values are
dispersed around the mean:

s2n−1 =
1

n− 1

n∑
i=1

(xi − x)2 (unbiased) (2.3)

s2n =
1

n

n∑
i=1

(xi − x)2 (biased) (2.4)

where s2 denotes the sample variance, x is the sample mean, xi represents the ensemble
of all possible samples and n is a total of numbers in a data set.

• Standard deviation – The standard deviation s is the square root of the variance s2:

s =
√
s2 (2.5)

• Coefficient of variation – The coefficient of variation c assesses the size of the stan-
dard deviation s in relation to the size of the arithmetic mean x of the population:

c =
s

x
(2.6)

• Linear regression – The main goal is to create a model/function hθ that is trying
to map the input x, namely the independent variable to an output data ŷ, called the
dependent variable. We assume that the numeric output is the sum of a deterministic
hypothesis function of given model parameters θ0 and θ1:

ŷ = hθ(x) = θ0 + θ1x (2.7)

• Cost function –When referring to a minimization problem, the cost function J(θ0, θ1)

measures the accuracy of the hypothesis function by taking an average of given inputs
x compared to the actual output y. The overall objective is to minimize the parameter
values θ0 and θ1 so that our mean x of the squared difference of x and y is rather small.
As a computational convenience, the mean of the total number of training examplesm is
halved

(
1
2m

)
so that the derivative of the used square function will cancel out the 1

2
term.
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This function is also known as the squared error function or mean squared error function:

J(θ0, θ1) =
1

2m

m∑
i=1

(ŷi − yi)2 =
1

2m

m∑
i=1

(hθ(xi)− yi)2 (2.8)

• Gradient descent – Used for automatically minimizing the cost function and improve
its parameters θ0 and θ1:

θj := θj − α
∂

∂θj
J(θ0, θ1) (2.9)

where α represents the learning rate number and controls how aggressively gradient
descent is and ∂

∂θj
J(θ0, θ1) denotes a derivative term which updates the parameter values

θ0 and θ1 simultaneously.

When applied to a regression problem, gradient descent can be derived as follows:

repeat until convergence: {

θ0 := θ0 − α
1

m

m∑
i=1

(hθ(xi)− yi) (2.10)

θ1 := θ1 − α
1

m

m∑
i=1

((hθ(xi)− yi)xi) (2.11)

}

where θ0 is a constant that changes simultaneously with θ1, m is the total size of the
training examples and xi, yi are specific values of a given training set.

• Central moments – The first moment equals the mean, the second central moment is
the variance. While the third standardized central moment is the skewness, the fourth
standardized central moment denotes the kurtosis.

• Kurtosis – The kurtosis measures the dispersion of the whole distribution around the
mean. In figure 2.7 the kurtosis is low in the upper diagram on the left, while it is high
in the diagram on the right. The higher the kurtosis, the larger the part of the variance
that is a result of infrequent extreme deviations, i.e. there are more outliers in the data.
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Figure 2.7: Low and high kurtosis on distorted normal distributions.

• Skewness – This parameter indicates whether the variables are distributed evenly and
symmetrically around the sample mean. In the left diagram on the top in figure 2.8 the
skewness is positive, in the diagram below it is negative.

9/14/2016 Preview

1/1

Figure 2.8: Positive and negative skewness on distorted normal distributions.

Principle Component Analysis

The principal component analysis (PCA) [66] provides a possibility of minimizing the prop-
erty dimensions of a data tuple, so that the membership to a certain class still can be defined
with certainty. In the end, it is a geometrical technique. The coordinate system can be trans-
formed so that one or more axes are removed, if an equivalent clustering is possible without
the axis or axes in question. A more detailed introduction to PCA is given in section 3.2.3.
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Theory



Chapter 3

Outliers and anomaly detection

This chapter emphasis the properties of data recordings from observing
vehicular bus messages, introduces the term anomaly and relates it to
the terms error, fault, and failure. It further surveys different tech-
niques commonly used in the area of anomaly detection and diagnosis.

Anomaly detection, as concerned in this thesis, addresses the prob-
lem of recognizing and exposing abnormal behavior when

observing the data exchange of in-vehicle network bus messages in a modern automobile.

An abnormal behavior of a system is referred to as anomaly [67]. Alternative names similar to
the term anomaly used in research are outlier, novelty [68] and discordant observations [69].
Anomaly detection basically implies noticing what does not normally happen. For example,
in a data set of credit card transactions, it may indicate fraud [70]; in health care, an
outlier may express a significant deviation from a patient’s normal behavior [71]; in image
processing, anomalies may point to abnormal patterns or textures, for example, handwritten
digit recognition [72]; in network security an anomaly may reveal intrusion attempts in a data
set of network traffic [73]; in automotive security due to observed fraudulent injected bus
messages or errors during test drives to detect anomalies from in-vehicle networks [74], [75].
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3.1 Taxonomy

Essential terms which frequently occur in the area of anomaly and fault detection have to
be clarified. The description of anomalies from [76] is adapted in order to describe outliers
from vehicular network CAN bus messages.

Definition 3.1.1. Anomaly: In the following chapters this term is understood as behavior
deviating from regular test cases without malicious CAN data packages.

Definition 3.1.2. Error: The difference between the true (i.e. real) value of a variable and
the value measured directly or indirectly, is known as error.

Definition 3.1.3. Fault: A fault is the existence of a gap between the specified and the
actual behavior observed.

Definition 3.1.4. Failure: The status of a system when it is not working any more, without
further detailed definition of cause or consequences, is called failure.

Definition 3.1.5. Detection: Recognizing whether a specified event (f.e. a failure) is taking
place in a certain moment is referred to as a detection.

Definition 3.1.6. Diagnosis: Detection including an interpretation of the recognized event,
i.e. determination of location and type, equals diagnosis.

Definition 3.1.7. False positive: When a judgment rating something as positive is wrong,
this is a false positive.

Definition 3.1.8. False negative: When a judgment rating something as negative is wrong,
this is specified as a false negative.

Definition 3.1.9. False reject: This term denotes the fact that an attribute is rejected even
though it should be accepted. In the following, this is the case when an anomaly is detected
in an actually correct set of symbols.

Definition 3.1.10. False accept: This term denotes the fact that an attribute (e.g. set of
symbols) is accepted even though it should be rejected.

Definition 3.1.11. Malfunction: A fault which is present only temporarily, possibly emerg-
ing periodically, is termed a malfunction.
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Definition 3.1.12. Symptom: The deviation of an observable variable from expected be-
havior is known as a symptom. The effect does not have to have any logical connection to
the source, thus it can be very challenging to trace back the explicit malfunction to its cause.

3.2 Concepts

Anomalous states in vehicular networks can be detected in two different ways. On the one
hand, anomalies can be detected from the raw data stream or based on features extracted
from data itself. For the purpose of reducing the dimensionality, raw data can be prepro-
cessed [77] on the other hand data can be transformed to an alternative representation [78].
Since the objective of this thesis at hand is the detection of possible vehicular network intru-
sions by recognizing anomalies, common anomaly detection methods are described in this
section. While methods which already found their way into applications are presented, also
approaches which are in the focus of current research are discussed. In every subsection, the
difficulties and restrictions of the methods are illustrated (these considerations are completed
in the subsequent chapter). A final remark of introduced concepts is given in paragraph 3.4.

3.2.1 Conventional

Methods which make use of knowledge regarding the relationship between values enabled
by human reasoning, can be described as conventional detection methods. Mainly variables
defined within a closed system are observed to derive a judgment regarding the system’s state.

Logical reasoning and thresholds

An utterly common approach in the area of detecting anomalies is the observation of all
variables involved [79]. Thresholds have to be defined a priori, so that an anomaly is evident
when a value exceeds or falls below a limit. A considerable disadvantage of this method is
the fuzziness of the thresholds and the resulting fuzziness of the detection. One possibility
to improve the technique is to add a logical reasoning, which has to decide if a combination
of values is reasonable or not. By doing so, system states can be defined depending on
different parameters measured. Redundancy in measuring can guarantee that the estimated
state is true; for example, the statement that a car is driving can be verified by an internal
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velocity merit but also with gyroscopes integrated in other components. This can help to
preclude harmful behavior of the system’s software, e.g. violating previously fixed conditions.

Observing the development of values

In [80] a method is developed which allows to recognize and understand the development
and trend of qualitative (observable) values. The term qualitative values, that is introduced,
already implies the basic idea: The abstraction of information contained in the variables.
The most important objective is to reduce redundant data. The arising qualitative model is
then used for a real-world application, namely the detection of emission-related failures in
a passenger vehicle. In this scenario, a model-based reasoning method uses the qualitative
values for the judgments. In conclusion, this approach combines the later mentioned meth-
ods of formalized software verification (cf. [81]) and the observance of values described above.

Fault screening

Abreu et al. [82] present a method of verifying a symbol stream by using fault screeners.
A Bloom filter, a bitmask and a range screener are discussed and utilized for spectrum-
based fault localization. The main idea of these methodical suggestions is the use of generic
invariants while the performance overhead is kept as low as possible to ensure computational
efficiency for embedded systems. The three techniques work as follows:

• Bitmask screener – This method observes a string of bitwise representations of system
variables. Due to the bit level operations it is a considerably promising tool.

• Range screener – In analogy to the conventional fault detection mentioned above,
variables are observed regarding the violation of thresholds.

• Bloom filter – In this case values of variables are bit masked, furthermore, mapped
into an allocated memory space by two hash functions. If an address was not written
during the initialization phase, the value is invalid. Due to the used hash functions some
of the unique addresses can be mapped for different values. This results in memory opti-
mization, but it also involves probabilistic uncertainties of the Bloom filter’s judgments.
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The evaluation of the above mentioned methods leads to the result that two of them can
be used for anomaly detection, but show different performance depending on the scenario.
The bit mask screener is identified as the least favorable working concept, while the range
screener works more promising than the filter except for cases with a huge amount of data.

3.2.2 Operational

The concepts mentioned in the following have been developed in the environment of soft-
ware engineering to provide tools to test software after the development process is com-
pleted. Usually, a detailed software documentation is necessary in order to enable their usage.

Software verification

Formalized methods known from software engineering provide ideas and concepts which
seem to be helpful in solving the problem of this thesis (cf. chapter 5). The fundamental
basis of the presented techniques is a model representing the system. There are several
possible methods to derive such a model. In [83] and [84] two of them are presented. The
main reason why the concepts cannot be applied as they are, is the fact that information
from and about the development process is needed [85], moreover, the representation of
not yet observed states, e.g. future states for which predictors are available, is necessary.

Conformance testing

Conformance testing is a broad field with different methods that are commonly used [86]. In
contrast to software verification, the system is tested using a standard where the aim is to
check the system to a given specification. The question which has to be answered is whether
the system meets this norm or not. Nevertheless, it cannot be applied to the problem
discussed in the thesis at hand due to the same reasons as described in the paragraph above.
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3.2.3 AI-related

Different strategies known from artificial intelligence (AI) already found their way into the
field of anomaly-based intrusion detection. Approaches that can be used for raw CAN bus
data have been proposed in the literature that are presented and discussed in the following.

Artificial neural networks

An ANN is a sum of formulas weighting different properties of an object which has to be
classified [87]. For supervised learning tasks, these weightings can be adapted, i.e. learned so
that objects are labeled when the application is executed. In anomaly detection this labeling
is either a reject or an accept. One problem that arises is the synchronization process that
is necessary to get the ANN running. A more detailed view on ANN is given in chapter 4.
In [88], a concept is presented using an ANN that is trained with parameters based on fea-
tures that are derived from a CAN trace. More precisely, an artificial network for given CAN
data provides the likelihood of classifying normal and malicious data, and, thus the system
can recognize any potential attack such as network intruders or deliberately injected packets.

Data mining

The term data mining is used to describe the systematic application of statistical methods
to large data sets, also known as “big data”, with the aim of identifying new interconnections
and trends to gain benefits from data [89]. Such assets can not be processed manually, so one
needs computerized methods because of their size. The common approach is to classify sys-
tems by directly observing properties or invariants. This means that values are represented
in a multidimensional feature space and thereafter data mining techniques are exerted. Fur-
thermore, visualization can be used for various data mining tasks such as cluster detection,
classification or pattern discovery, and hence can be used for anomaly detection in IDS [90].

Principal component analysis

Introduced in chapter 2, PCA offers a possibility to reduce the amount of attributes required
to classify an object. However, one drawback arises when trying to apply this technique to
the problem described in chapter 5. In contrast to the data which can be directly used
for the issues at hand, the amount of information is immense. Since every system can be
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described in an abstracted way, it can be represented by data points in several dimensions.
If there were a lot of dimensions spanning this configuration space, it would be possible to use
a PCA to determine which dimensions define the system sufficiently. Since only timestamps
and associated data are accessible values, using a PCA would not offer a substantial benefit.
However, if a lot of positive traces are available, an arbitrary modeling technique can be used
to map the system. When a metric is employed to rate the resulting model, it can be used
as an additional dimension. As a result, traces that are necessary for a sufficient learning
can be evaluated. As only a few recorded CAN traces are available, this concept is rejected.

Instance-based techniques

Instance-based techniques such as k-nearest neighbor (k-NN) are used to classify unseen data
to one of the classes normal or abnormal [91]. As with many non-parametric algorithms, in-
stances are represented as points in a multidimensional feature space. An instance is defined
on the basis of the data’s attributes. Each attribute represents an axis in the multidimen-
sional space, where the number of occurrence of the attributes is merged into a point vector.
The decision is made in the k-NN method, as the name already clearly suggests, to classify
the new reference to the closest data point. Classification is based on the distances to in-
stances in a knowledge base. Either the entire time series or feature vectors can be stored
in the k-NN knowledge base. The calculated distance can then be used as an anomaly rating.

Rules or decision trees

A decision tree is a representational form for a classification rule, by means of where objects
can be divided into classes. Used for classification and regression, decision trees can be used
as a non-parametric learning technique. A tree is designed so that an attribute in each node
is queried, and a decision is made, until a leaf is reached. A leaf represents a node at which
no further branching is performed. This is where the classification can be read, therefore,
rules and decision trees are also called classification trees. The foundation for building a
decision tree is a training data set whose class membership is known. In general, the learn-
ing examples are characterized by a fixed number of attributes, each having a finite number
of forms and a classification which indicates the possible decisions. In contrast to pattern
recognition, decision trees deal with discrete attribute values. According to the interval logic
in [92], temporal classification rules can be discovered [93] and a decision tree can be created.
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Clustering

Classification techniques such as k-means algorithm can be used to find clusters of nor-
mal data [94] and detect clusters between sequenced events and subsequences respectively.
K-means provides a classification in groups, which have according to a global level, optimal
homogeneity among all groups, having a predetermined number of clusters. The discovery of
hidden relations between event sequences involves following steps, namely: the representa-
tion of the data in an applicable form, the interpretation of analogies between sequences and
subsequences, and the utilization of derived models to substantial problems in data mining.

Hidden Markov models

A hidden Markov model is a representative statistical model that can be used to model data
which is sequential in nature. In a hidden Markov model (Markov process), a finite set of
states can be trained to determine whether the order of subsequences is normal or abnor-
mal [95]. It consists of hidden states X, possible observations y, a denoting state transition
probabilities and output probabilities, characterized by b. Each of these states at any time
emits a randomly selected visual symbol or so called visible state. To an external observer,
only the outcome, not the states that is visible, hence, states are hidden to the outside.
Hidden Markov model strategies may also be used for detecting possible intrusions by pre-
dicting the hidden state (attack) from relevant observations such as changes in system pa-
rameters, fault frequency, etc. In [96] an approach is proposed that uses a multivariate
Gaussian model. The proposed system correlates the usage and activity profile observa-
tions and state transitions in order to predict the most probable intrusion state sequence.

Autoregressive-moving average (ARMA) models

ARMA models [97] can be used to fit a model to either the entire time series data or sub-
sequences. When dealing with non-static series, taking the transformation to stationarize
the series, anomaly detection can then be done based on distances between the model pa-
rameters or on the probability that a sequence is created by a certain model. The main
properties of an autoregressive and a moving-average model is the correlation between time
series objects at a given time point. In [98] it was shown to work, but is not viewed as a
promising approach since the order and the coefficients of the models have to be determined.
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3.3 System modeling

An important issue in anomaly detection is the system modeling that is used as a basis for
verification. A convenient but also time-consuming possibility to model a system manually.
This includes several steps in an effortful process. All possible states and possible transitions
between them have to be identified and all relevant input has to be defined. Information
is extracted from the system specification and documentation as well as by observing the
system’s behavior. A system modeling of this kind requires a lot of knowledge regarding
actual and intended behavior. An expert involved in development and testing is mandatory.
Model-based diagnosis (MBD) summarizes the methods mentioned in the previous subsec-
tion, since they all base on a model representing the system being observed. Often automata
(q.v. 2.3), Petri nets (q.v. 2.3.2) or other abstraction tools are used to represent the systems.

3.4 Summary

This chapter discussed properties of anomaly detection, introduced related terms and ap-
proaches to automata learning. Summarizing the descriptions above with regard to the
actual problem, which has to be solved by the thesis at hand, the following can be assessed.
Systems used for the purpose of detecting anomalies that are independent of architectural
details do exist but do not apply entirely to the problem presented in the following chapter.
Conventional techniques need a lot of information regarding the system. Even if every piece
of information is available, most of the modeling has to be done by hand, if it is not accessible
in a formalized manner. Other deficiencies can be seen concerning the use of hidden states,
features and structures. The substantial problem that concerns the methods entirely is the
fact that specifications or hand-modeled system representations do not contain all system
states which exist in reality, because further information regarding the system’s model were
not accessible in the development process and would exceed the limits of this thesis at hand.
A method which manages the learning of an overall distributed system from malicious
data packets, represented by future behavior depending on past messages, could be found.
For predicting and classifying packet data, ANNs had been investigated by [99–101]. Since a
user-driven approach on modeling a large data set does not suite well to the aim and actual
problem (cf. section 1.1), an approach capable of learning from sample data is necessary.
Therefore, machine learning and classification theory are discussed in the following chapter.
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Chapter 4

Intrusion detection as a classifica-

tion problem

This chapter discusses intrusion detection using classification tech-
niques. The topic intrusion detection is surveyed, fundamentals of ma-
chine learning are given, and artificial neural networks are introduced.

Research works considering safety problems in vehicular network com-
munication is a long-standing objective in the security field

[102]. IDS gain much attention due to the ease of detecting attacks caused by intruders [103].

In [104], an IDS approach is proposed where numerous applicable attacks, predefined in
a database, are applied. According to [105], a method, based on specifications, compar-
ing the specification system’s current behavior to the predefined patterns, is developed.
As stated in [106], various sensors, designed for attack scenarios, are used for detecting
network intrusions. In [107] as well as [108], protocols that are secured under the terms
of commonly used specifications are proposed. In order to deal with the emerging prob-
lem, statistical-based IDS techniques are considered to a large extend for communication
networks. In [109] statistical features are captured and applied to detect cyber attacks [110].
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4.1 Intrusion Detection

The goal of intrusion detection is to filter out all events, taking place in the monitored
area, those that indicate attacks, attempted misuse or security violations. An IDS can
be defined as a file of tools, methods and sources helping reveal, record or announce the
attempts on network intrusions and attacks [111]. IDS operate on the network layer and
usually they are passive systems which are not aimed at attack prevention. The primary
purpose of IDS developing is to reveal the attack, not to execute appropriate measures to
avoid it. Systems trying to avoid attacks are called intrusion prevention systems (IPS).
With regard to the development, some of the functions have grown up to prevention mea-
sures against attacks, and then several IDS become active. They were renamed as intrusion
detection and prevention systems (IDPS) [112]. Any use of prevention functions should
be indicated in IDS records. Patterns of abnormal behavior are many; however, in gen-
eral, they include unneeded, harmful or illegal activities occurring within the system. We
distinguish two main methods of intrusions detection, i.e. misuse detection and anomaly
detection [113]. According to the principle of activity, intrusions detection can be divided
into three groups: signature-based IDS, anomaly-based IDS and hybrid systems (cf. [103]).

Figure 4.1: Simplified schematic of an IDS using statistical analysis.

Anomaly-based IDS take a different approach to intrusion detection. By analyzing/learning
network traffic and processing the information with numerous statistical algorithms, anomaly-
based IDS look for anomalies in the normal network traffic patterns, illustrated in figure 4.1.
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4.2 Machine learning

Algorithms and ideas from the field of machine learning (cf. [87]) are closely related to the
field of statistics and help refining algorithms as well as understanding dependencies in data.
The commonly applied steps in a machine learning based system are illustrated in figure 4.2.

Figure 4.2: Common steps in a machine learning-based system.

The first action is the data acquisition step, which comprises obtaining and selection of data
sets. Optionally, the input data can be preprocessed, for example by re-sampling or removal
of invalid data. Following that, a further optional step is the transformation of the data
set to an alternative representation that, for example, allows for better distinction of classes
or for more efficient processing. Examples are the mapping of the floating point values of
a time series to a limited number of digits or symbols, e.g. using HOT SAX (cf. [69]), or
the transformation to frequency domain using Fourier or wavelet transformation. Subse-
quently, a vital step is the extraction of features, a machine learning algorithm can work on.
As a final step, the features relevant for the given machine learning task are selected.
Today, this scientific field is emerging and conquering more and more areas. It combines dif-
ferent disciplines, furthermore, it becomes increasingly popular due to the vast possibilities in
applications such as computer vision [114], natural language processing [115], robotics [116],
video games [117] and search engines [118]. The long term goal is to imitate learning be-
havior of biologic systems like the human species. To this day, software is merely inter- and
extrapolating data points that represent change over time. Very important definitions taken
from [119], which are confused frequently, are given in the following listing and paragraphs:
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• Live/preprocessed learning – This modus defines whether the learning takes place
when the system is running in its application environment or under laboratory settings.

• Online/offline learning – This term is used differently depending on author and
field of research. In this thesis, it has to be understood in connection with the learning
process: offline means that the learner is provided with observation sets which are
categorized. Online signifies that the learner is continuously supplied with sets and
shortly after it with associated labels (cf. reinforcement learning).

• Active/passive learning – This distinction is made regarding the question whether
a learner can influence data source. A good example is the simulation of an input to
measure the related output for example a black box principle.

Overfitting

The phenomenon of overfitting occurs if a learned model fits the data used for the learning
progress too well. This means that for example a mathematical function, which describes
the data very well or even too well, cannot explain other related data. A lot of effort has to
be put into the decision which level of detail has to be represented by the model at maximum.

Pattern recognition

Pattern recognition can be considered as the part of machine learning which concentrates
on recognizing and understanding patterns in data, e.g. pictures, emails or abstracted infor-
mation. For this purpose, features have to be defined which are responsible for the creation
of a pattern. For example, edges and corners are often used in the field of computer vision.

Supervision

Machine learning can be separated into two main fields: The unsupervised and the super-
vised strategy. The latter’s idea is to recognize defined properties from examples taken from
a database, using them to improve the capabilities of recognizing samples. The examples
are categorized by a supervisor before. Thus, regression and prediction can be classified as
supervised learning problems, while clustering and pattern recognition are part of the cate-
gory unsupervised learning. A highly relevant difference between those two is the possibility
of verifying and evaluating the result [120], which is not possible for unsupervised problems.
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4.3 Clustering

Clustering is a sub field of machine learning and can be applied in supervised learning as
well as for unsupervised issues. N -dimensional data points representing n properties are
separated into groups. The process of grouping, hence, the order of the iterative steps and
the way of determining the distance between the points, defines the method of clustering.

Definition of distance

The most straightforward way of measuring the distance between two points is the Euclidean
definition, which measures the shortest way without weighting properties. Another akin
distance is the so-called city block. It defines the range by accumulating the vertical and
horizontal distances, as if one would walk through streets in a rectangular street pattern.
A more sophisticated approach is the Mahalanobis distance [121] which is defined as follows:

d(~x, ~y) =
√

(~x− ~y)TΣ−1(~x− ~y) (4.1)

A beneficial advantage is the fact that the relationship between the different parameters is
taken into account by using the covariance matrix Σ (cf. [87]). In this way, the relationship
between all parameters is considered, i.e. if they are proportionally related (positive Σ),
inversely proportionally related (negative Σ) or not connected. The covariance is given by:

cov(X ,Y) = E [(X − E [X ])(Y − E [Y ])] (4.2)

The variance (cf. 2.4) is a special case of the covariance, if X = Y . E is the expected value
and here equals the sample mean (cf. 2.4).

Hierarchical clustering

In contrast to the conventional clustering methods, the hierarchical clustering does not need
any configuration variables. There are two main classes of hierarchical clustering, namely:
agglomerative clustering and devisive clustering. While the agglomerative clustering method
puts smaller clusters together, the devisive clustering technique cuts one into two sections
iteratively. Alternative names for these approaches are bottom-up and top-down due to the
organization of the resulting clustering process. The former begins with the maximum count
of clusters while the latter approach deals with only one cluster having all data points [122].
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Dendrogram

The dendrogram shown in figure 4.3 is the most predominant way of visualizing a hierar-
chical clustering of data. A dendrogram provides an interpretable graphical representation
of clustered formations where each joining combines two clusters. The advantage of this
grouping is that the distances between clusters that are joined into a new group can be
illustrated by vertical lines. A single linkage hierarchical clustering algorithm constructs a
dendrogram from the data. Single linkage clustering can be viewed as a recursive process of
pairwise merging of the closest pairs. It is this merging process that defines the dendrogram
tree structure. The result is a cluster dendrogram (cf. figure 4.3) that identifies the clusters
for a given linkage value. Single linkage clustering can also be viewed as the computation of
the minimum spanning tree of the data. The different values labeling the x-axis represent
the leaves of the clustering, i.e. the different clusters. Each of them is filled with at least
one data point. Illustrated by the length and measured by the value markers of the y-axis,
it is clear to see immediately which groups are separated by a extensive distance and which
lie together closely. As the height represents the distance between two objects that are con-
nected, these heights can be used to evaluate the segmentation. This means that a short
vertical line connecting two leaves or the groups of several leaves, implies a short distance
between them. Altough dendrograms are often considered as a technique of representing
data graphically, marginal changes in the data may lead to different hierarchical clusters.

Figure 4.3: Identifying clusters in a dendrogram consisting 25 data points.
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4.4 Artificial neural networks

ANNs (also known as ‘connectionist models’ or ‘parallel distributed processing’) are bio-
logically inspired flexible, nonlinear parametric models that mimic biological neural sys-
tems [123]. The most important feature of an ANN is the ability to learn. After an ANN
has learned data, it has the ability to depict skills of a biological brain as generalization,
pattern recognition. An ANN is, after it is properly learned, able to divide data into classes.

4.4.1 Neuron

The structure of individual neurons is taken from the biological model. This point is well
illustrated in figure 4.4. A human nerve cell gets input provided by dendrites, which is
summed up and sends its output through an axon. Typically, an ANN consists of lay-
ers, with a vast number of neural units (neurons), which are represented as units in the
ANN, and synapses, which are defined as connections or adaptive weights between units.
The value of a weight determines the connection strength between two neurons. In order to
identify the relation between the presented inputs and targets, the weights are adapted, or
learned, so that the expected error of the learned model is minimized. ANNs are configurable
models which allow the developer to incorporate domain knowledge into the architecture.

Figure 4.4: Schematic representation of a biological neuron together with its interconnections.
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Definition 4.4.1. Neural network: A neural network is a tuple (M , Q, f) where M is the
amount of the neurons, Q as the connection graph and f is the function of the learning rule.

ANNs have been widely applied to solve many difficult problems in different areas, including
pattern recognition, signal processing and language learning. There have also been numerous
applications in health care and finance, moreover, several architectures have emerged [124].

~x2 ~w2 Σ f

Activation
function

y

Output

~x1 ~w1

~x3 ~w3

Weights

Bias unit
b

Inputs

Figure 4.5: Mathematical representation of an artificial neuron model.

Figure 4.5 represents the structure of an artificial neuron model with the vector ~x as
the output from the neurons with incoming connections considered to the actual neuron.
The vector ~w includes the weights of the incoming connections. Σ is the sum function of re-
sulting weighted values including a constant input of 1, called the bias unit. f denotes an acti-
vation function (e.g. figure 4.6). The calculated output y is passed on to subsequent neurons.
Regarding the structure of a neuron and its associated mathematical functions there are
established different perspectives and descriptions. This work is based primarily on the de-
scriptions provided by [125]. Each neuron is associated with an activation and an output
function. Using these functions is determined by how strongly the compounds are irritated.
An activation function is also referred to a sum function, which adds up the incoming values.

n∑
i=1

wij ∗ oi (4.3)
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where n is the number of neurons that have an exit towards the currently viewed neuron, wij
is the weight of the i -th input neuron to the current neuron j and oi is the output. Along with
the output function, a threshold can be set from which the neuron emits an action. If the
calculated result is below this threshold value, the neuron produces no output. The output
is usually limited from above, so that it lies in the interval between 0 to 1. In a straightfor-
ward manner, the output function with the least effort is the binary output function, which
outputs in the event of activation 1; otherwise 0. It is, however, more useful to use at least
one linear output function or at best a sigmoidal [126] (S-shaped) output function. One
problem arises with linear output functions, that is, linear functions are not limited, and
grow the values infinitely. With regard to sigmoidal functions, the hyperbolic tangent, logis-
tic function or sine is provided. When applying sine, only the interval between −π

2
and π

2
is

used. Since the logistic function is used when using an ANN, it is discussed more detailed.
In figure 4.6 the sigmoidal (logistic) function is illustrated with the following function term:

f(x) =
1

1 + e−x
(4.4)

f(x) =
1

1 + e−x

−3 −2 −1 1 2 3

0.5

1

x

f(x)

Figure 4.6: The sigmoidal (logistic) function.

Another reason for the use of sigmoidal functions is the fact that input values that are close
to 0 can be better separated by the slope in this segment. Moreover, the absolute size of large
positive or negative values, through in these areas flat curve, is relatively insignificant [127].
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4.4.2 Perceptron

The perceptron is the most basic type of a neural network [128], [129]. An illustration
of a simple perceptron is given in figure 4.7. It implements an artificial neuron with a
threshold function whose incoming weights are adaptive and learned from data (cf. 4.4.1).
The perceptron’s output is a weighted linear combination of the inputs forced to the binary
values {0, 1} by means of a threshold. In the following representation, a set of inputs is given
and the learning objective is to be able to classify these inputs into two categories which are
labeled 0 and 1. Mathematically, the perceptron is defined by the following equation below:

hθ(x) =

1 if wTx+ b > 0

0 else
(4.5)

where x is the input vector, w is the weights vector, and b is a bias weight. After the weights
are initialized randomly or with zero values, they are adapted to minimize the error between
the predicted output ŷ = hθ(x) and the target y ∈ {0, 1} using the perception learning rule:

w ← w + α(y − ŷ) • x (4.6)

where α > 0 is the learning rate and • denotes the element wise product of two vectors.
The perceptron learning rule is similar to the gradient descent learning rule (cf. section 2.4).
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Figure 4.7: General perceptron model including one input and one output layer.
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4.4.3 Multi-layer perceptron

The multi-layer perceptron MLP [130] is an extension of the perceptron consisting of multiple
layers of neurons equipped with nonlinear activation functions. Contrary to the perceptron
model the MLP is able to extract abstract representations of the inputs by stacking multiple
layers of hidden neurons on top of each other. It has been proven [131–133] that the MLP
is a universal function approximator, i.e. it can approximate any continuous function on a
compact domain with arbitrary accuracy, provided it has at least a single hidden layer with
a sufficient number of neurons. To formalize the model, let ni denote the dimensionality of
layer i in an MLP. Further, let W (i) ∈ Rni×ni+1 be the weight matrix from layer i to layer
i + 1, b(i) ∈ Rni+1 be the bias weight vector of layer i + 1, and φ(i) : R → R is an element
wise nonlinear activation function applied to layer i. Widely used activation functions are:

tanh(x) :=
ex − e−x

ex + e−x
(4.7)

logistic(x) :=
1

1 + e−x
(4.8)

H(x) =

0 if x < 0

1 if x ≥ 0
(4.9)

Figure 4.8 depicts commonly used activation functions with ANNs. A MLP with l layers
including the input layer and output layer is described by the subsequent equations as follows:

z(1) = x (4.10a)

a(2) = W (1)z(1) + b(1) (4.10b)

z(2) = φ(2)(a(2)) (4.10c)

...

a(l) = W (l−1)z(l−1) + b(l−1) (4.10d)

z(l) = φ(l)(a(l)) (4.10e)

ŷ = z(l) (4.10f)
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φ(x) = tanh(x)
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(a) Hyperbolic tangent function.
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(b) Logistic function.
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(c) Heaviside step function.

Figure 4.8: Activation functions commonly in use with neural networks.

In figure 4.9 the MLP architecture is illustrated. Let θ := {W (1), b(1), . . . ,W (l−1), b(l−1)} be
the parameters of the given MLP formulas from 4.10a to 4.10d. Then, the optimal θ∗ of the
model are found by minimizing the error between the model output and the data (x, y) ∈ D
given the inputs x and the targets y.

arg min
θ

1

|D|
∑

(x,y)∈D

L(ŷ, y) (4.11)
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Figure 4.9: Multi-layer perceptron with l layers including the input, hidden and output layer.
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4.4.4 Learning

The memory and the knowledge of an artificial neural network are in the weights of the
compounds. The weight is then amplified when one neuron receives signals from another and
both neurons are activated simultaneously [134]. This principle has been derived from [135].
The general form of the formula for the Hebbian theory is as follows:

∆wij = ηxizj (4.12a)

wij(t+ 1) = wij(t) + ∆wij (4.12b)

where neuron j receives input of neuron i. η is a constant learning rate, for example, in the
interval between 0 and 1, which determines how much weight is to be changed in learning.
The delta learning rule is an extension of the Hebbian learning rule. It is described as follows:

∆wij = ηxi(yj − yj) = ηxiδj (4.13a)

wij(t+ 1) = wij(t) + ∆wij (4.13b)

where yj is the actual output and yj the expected output. It calculates the difference be-
tween the actual output and the desired output and the weights are adjusted accordingly.
The learning rule notices that the learning process is over, which means the network has
learned the predetermined data sufficiently, if the fault is kept to a minimum. The network
error is the deviation of the actual value from the desired value for each output neuron.
In an ANN the learning is usually followed by a certain sequence, based on a neural net-
work learning algorithm, which consists, from a general point of view, of the following steps:

Algorithm 1 General steps in a neural network learning algorithm
1: repeat
2: apply model to the network . Step 1
3: if target output = actual output then . Step 2a
4: go to step 1
5: else
6: adjust weights of wrongly classified output neurons . Step 2b
7: go back to step 1 . Step 3
8: until
9: all patterns are recognized accordingly
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During the learning procedure it may occur that connections or neurons are added/deleted,
and parameter or function rules are changed respectively. Most frequently, however, the
described weight change is concerned. Another important aspect of learning in the neural
network is the training data. It is quite relevant to find the right balance between positive
and negative training data. In this work, positive training data is considered as network data
packages to be identified as normal. Negative training data is data of abnormal behavior,
in which the network is taught to identify what is described as “normal state”. Negative
training data is necessary because otherwise the ANN shows a not acceptable learning rate.

Learning paradigms

An ANN has two different working principles, namely training and testing. The way, in
which an ANN can learn from training data, can be classified into three types of learning
during the training process (cf. [15], [68]). Anomaly detection techniques based on classifica-
tion approaches can also be categorized based on the properties of the training data set. The
training data set can either contain labeled instances from normal and abnormal classes, or
only from one of the classes, typically from the normal class. Additionally, a training data set
may contain unlabeled instances only. These statements lead to the following categorization:

• Supervised learning – In supervised learning both classes normal and abnormal are
predetermined and labeled respectively. These classes can be conceived of as a finite
data set consisting of input and output values. In practice, unseen data instances will
be labeled with classes normal or abnormal.

• Unsupervised learning – Unsupervised learning is a task with regard to understand-
ing and the discovery of hidden patterns in present data. In contrast to supervised learn-
ing, an ANN is not provided with predefined labels. Training data contains unlabeled
instances only, and, assuming that regular instances are much more frequent than
anomalies, the system’s main task is to classify frequent data instances as normal classes.

• Reinforcement learning – In reinforcement learning the artificial system learns from
a series of rewards or punishments and only the information whether the output class
was correct or not is determined. The model is continuously improved based on pro-
cessed data and the result.
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4.4.5 Backpropagation

When reinforcement learning or supervised learning is used, it is advisable to combine these
learning principles with backpropagation [136] as it is a common method for training an
ANN [137]. The process for backpropagation is done by comparing the detected output of
the network to the desired output and adjust the weights of the connections based on this
difference [138]. This process starts with the output neurons and is performed in reverse
learning direction and, if necessary, expanding to the input neurons. Learning with the
backpropagation algorithm also involves problems. This is accompanied by the fact that
backpropagation is referred to a “hill-climbing algorithm”. If the error function is consid-
ered as a landscape of hills, then a specific location corresponds to a particular setting of
connection weights. The height at this location is the value of the error function for these
weights. The goal of the backpropagation algorithm is to find the place, where the error
corresponds to the smallest value. Transferred to the landscape metaphor, the main goal is
to find the deepest valley with the corresponding smallest error value. To note is that there
are usually several local minima as can be seen in figure 4.10, of which only one represents
a global minimum. If the algorithm has found a local minimum it can not decide whether a
particular local minimum is also the desired global minimum. With this in mind, the shape
of the error-prone surface is responsible for the success of the backpropagation algorithm.

Figure 4.10: Surface (left) and contour plot (right) showing backpropagation algorithm using gradient descent
with a learning rate of 0.1 and 100 iterations.
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Application



Chapter 5

Anomaly detection in distributed

systems

This chapter defines the problem solved by this thesis. In this regard,
the starting point is given, preliminary works are described and facts
from the previous chapter are employed to show conceptual differences.

This thesis’ title “Anomaly-based intrusion detection for automo-
tive networks" already hints at the more general approach of this thesis.

For the actual use (i.e. the application to a real word problem), refinements are necessary.

The results are adapted and refined with the help of related research works and new ap-
proaches. Chapter 3 summarizes the common techniques used for anomaly detection and
other concepts finding their way into this field of research. As mentioned before, the differ-
ence lies in the objectives which are defined by the class of systems which has to be operated
and the group of anomalies, which has to be recognized based on particularly provided data.
The main idea is to develop a system which is capable of recognizing anomalies by observ-
ing the message exchange between the participants of a CAN bus system. The information
about the system, that is necessary to run the anomaly detection system, has to be minimal.
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5.1 Objectives

The system consists of five main function blocks. The principal workflow can be described
as follows: Based on a positive (cf. 4.4.4) data trace from the source, the learner derives the
model. The source of the buffered CAN bus trace is called the original system. Emitted by
the learner, the system model is then used by the detection system. It compares the actual
behavior of the target system with the system model. Its output is a statement learner re-
garding the observer question whether the trace contains anomalies. Figure 5.1 depicts the
principal structure of the anomaly detection system. The requirements and specifications
concerning the function blocks in the figure below are discussed in the following sections.
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Figure 5.1: Outer framework of the anomaly detection system.
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5.1.1 Anomalies

As previously mentioned in section 3.1, the term anomaly is understood as behavior devi-
ating from regular test cases without malicious CAN data packages. The benchmark has to
be stated by definition and memorized, so that it is possible to compare the actual system
behavior with the behavior represented by the learned system model. Thus, it is necessary
to learn and represent data that shows accurate operations of the system. An anomaly
can have several different sources. As the system description used for the detection system
is mapping uncritical behavior, an anomaly can be caused by uncritical system behavior
which is not represented in the learned system; external influence on hardware, harmful as
well as harmless; faulty behavior caused by a particular piece of software. A sophisticated
question that could be answered, is which anomalies imply the existence of an intrusion
and which type of intrusion in particular. This would be an important step towards a de-
tection system, including functions for fault diagnosis as well as monitoring network traffic
and protection against network and application-level attacks. However, this is an objec-
tive for further research projects, since an anomaly can be a symptom of a fault, i.e. the
source is not directly derivable. Consequently, the problem is not intended to be solved at
hand, however, it is considered as a future project towards an IPS and IDPS respectively.
The following table 5.1 extends the definitions of the mathematical nomenclature, which can
be helpful to describe the problem and the solution as well as to understand the relations.

Category Symbol Members
Trace T (Set) Symbol

Data stream D (Set) Symbol
Symbol stream S (Set) Letter

Alphabet A (Set) Letter
Anomaly ~a (Vector) Symbol (exp./actual) Time
Anomalies A (Matrix) Symbol (exp./actual) Time

Fault ~f (Vector) Symbol (exp./actual) Time Automaton
Faults F (Matrix) Symbol (exp./actual) Time Automaton

Table 5.1: Symbol definition of mathematical nomenclature.
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Concluding the statements above, the relationship between the different sets is as follows:

A ⊆ S ⊆ D ⊆ T (5.1)

The task which has to be performed by an anomaly detection system is to determine whether
there is an anomaly within the trace. A fault detection extends this function since it defines
if one of the anomalies implies the existence of a fault. The dilemma resulting from the use
case scenario and the system properties, is that only positive example traces can be used.
When deriving the learned system from such a trace, all possible faults

(
1 1 0 0

)T .
F (i.e. the expected and the actual occurring symbol) are completely unknown. This is an
important difference to most of anomaly detection methods that are described in chapter 3.

5.1.2 Target system

The target system has to be arranged in bus topology (cf. 2.2.2). As a direct consequence,
the overall stream of messages can be accessed by the anomaly detection system, since all
bus devices are using the same wire independent of source and sink. The original sys-
tem has to be represented before the anomaly detection function is exerted, respectively.
This thesis aims to enable the application of a detection system to a wide range of systems.
However, the use case scenario analyzed is a state-of-the-art executive automobile (cf. 1.1.1).

5.1.3 Original system

As a basic assumption, the distributed system such as the target system (cf. section 5.1.2)
can be described by the message traffic between its components (cf. [19]). When doing so,
the states of the system do not stand for variables having a certain value, but rather for
a system immanent status defined by the time (∆t), the traffic history, and the current
message exchange. This approach differs from the common procedure, i.e. the one employed
in other fields (cf. chapter 3), that involves the use of states representing an actual status of
a system. In this case, the status can be described by variables exhibiting certain values, and
thus can be identified by a human expert who analyzed the system behavior. If system states
are defined by the properties described in the listing above, they might also be described by
variables or other information accessible within the system. But it is also possible that some
kind of hidden states are found, which cannot be derived from specification or documentation.
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5.1.4 Subproblem

The objectives of this thesis lead to three main subproblems. Firstly, it is the essential
question how the representation of the original system can be learned and stored efficiently.
Considering the large extent of a real world system, the second task is to achieve a reduction
of complexity. Thirdly, an integrated approach considering both issues has to be realized.

Learning of the original system

The first and elemental subproblem is the learning of the original system’s representation.
Since the states have to be formed by the data message stream observed, some further
questions arise. A message stream is inherently an unidentified and continuous string of
data. The used system substitutes have to show several properties which are declared below:

• Correct, in a defined manner – The representation has to last for a percentage that
is necessary for a defined quality avoiding overfitting.

• Verifiable – Data access has to ensure the possibility to verify incoming data streams.

The terms percentage, quality and overfitting have to be clarified in relation to the topic in
chapter 6. Necessary information regarding the original system has to be kept to a minimum.

5.1.5 Complexity reduction

When assuming complexity of a real distributed system to a high degree it has to be reduced
from the beginning when the representative system properties are defined. An additional
possibility is the partitioning of a large representation. This reduction is not intended to
cause a loss of information, but rather to reduce redundancy. Due to the fact that the original
system is cut into several sub-systems, the third sub-task arises. The sub-systems have to
be represented and connected to account for the whole original system. The disadvantages
with reference to the verification of the learned models have to be kept as small as possible.
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5.2 Constraints

The detection system has to work in a network with a clearly arranged data stream. That is,
there is no doubt about the order of the data. Since this thesis aims at developing a system
model, resources are limited. Available time and memory are bounded so that a compressed
representation of the system has to be adapted within a finite time frame with a memory
occupation manageable for a contemporary embedded system. Another question that could
be solved is to define which anomalies can be detected by the approach. Certainly, only
those which have an impact on the message exchange can be recognized. The assumption
made is that a significant amount of anomalies causes symptoms within the stream of data.

5.3 Data source

The available information regarding the system are:

• Mask – The mask enables the interpretation of the trace by masking the information
with CAN identifier, timestamp, etc.

• Trace – The trace is a set of messages recorded in a defined timespan. All messages
and the related time signature are known.

• Status – The information whether the trace is positive or not is essential. When a
positive trace is considered as a negative one, the result is negated.

In this thesis, the testing and evaluation is conducted with CAN bus traces recorded in
a standing or driving car. All of them are considered to be “positive”, i.e. no behavior
which implies the existence of an intruder or a failure could be observed. The definition of
a “positive” trace is stated for this work as follows:

1. Warning bulbs are neither blinking nor glowing.

2. The automobile’s behavior can be considered as predictable.

3. No obvious damages on the inside and the outside of the vehicle are visible.

4. The car is moved as it is reasonable in public traffic.

These definitions should be seen as a rule of thumb, as a more detailed definition would
entail accurate analyses of every trace used. The required information can not be accessed.
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5.4 Use case

With current topics such as autonomous driving and car connectivity, the E/E architecture
of modern vehicles is fundamentally changing. The increasing networking with other traffic
participants, back ends and passengers plays an essential role in this context. Technologies
such as Wi-Fi, Bluetooth, vehicular telematics and Internet access expose the in-vehicle net-
work to threats from external attacks. At the same time, the driving functions - especially
with regard to autonomous driving - have to always work reliably. With this combination
in mind, the automotive industry is facing major new and pressing challenges. A so-called
“observer", which monitors the in-vehicle network communication, can make an important
contribution to enhance the security of an automotive network. Hence, external attacks
and internal malfunctions should be detected in order to take appropriate countermeasures.
The concept and the implementation, which will be developed during the work on this thesis,
have to be applicable to several automotive systems, although they are only tested with data,
recorded from a stationary and moving car’s internal network. Universality is not guaran-
teed since CAN packets and the underlying data varies from manufacturer to manufacturer.
The limitations are stated in section 5.2. However, the use case scenario is a modern passen-
ger car. The long-term direction is to extend this work towards an IDPS as an independent
project, comprising leading car manufacturers. In this scientific field, there are some common
definitions for anomalies that are likely to occur. Thus, it is possible to estimate a value for
a detection rate that should be recognized. For a first prototype preprocessed system repre-
sentations can be used. Nevertheless, for an application in a real environment, a live-learning
approach (learning while the system is running), is necessary. Furthermore, no embedding or
adaptation for the field application is compulsory. The anomaly detection system has to be
developed for laboratory conditions, therefore the observer uses a preprocessed system model.
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Chapter 6

Self-learning anomaly detection

This chapter presents and discusses the developed approach in order to
realize a self-learning anomaly detection. Solutions for the considered
subproblems described in the previous chapter are given and discussed.

To allow a good understanding of the coherence between the following subsections,
the particular steps of the proposed detection approach are presented at first.

In section 6.3 associated experiments from in-vehicle recordings are discussed and evaluated.

Officially released in 1986, the CAN is a serial bus system, developed primarily to protect a
car against malfunctions and failures. When it comes to security, CAN provides no compo-
nents against cyber attacks. Information security played only a subordinate role at the time
of the development. Since the CAN bus is a broadcasting network, this nature may lead to
maliciously injected messages performing various actions on different ECUs that might have a
significant impact on driver and passenger safety. Replacing CAN with a more sophisticated
bus may reduce risks, however, due to its widespread use and the time it would take until
current models are scrapped, it is a primary aim to improve the security within the limita-
tions of CAN. An important step towards this direction is the implementation of a system,
detecting intruders on the in-vehicle network by analyzing the vehicular bus message traffic.

53



6.1 Concept

The basic idea of the anomaly detection approach is the representation of a normal (positive)
state of a distributed vehicular system by a statistical model. This model has to be learned
automatically by observing the participants’ exchanging messages, in particular by observ-
ing a data stream without clearly defined beginning/ending. Arising subtasks are the com-
pression of the derived model, the verification and the measurement of the model’s quality.

6.1.1 System composition

The proposed system consists of preprocessing, statistical analysis and learning. These steps
are part of the learning and absorption phase. Afterwards the comparison/emission phase
takes place. As the concept is developed for an early prototype stadium (cf. section 1.1.1),
an approach using a preprocessed model (i.e. the learning does not take place in the actual
platform) is suggested. An overview of each subphase is given by the following itemization.

Absorption

• Preprocessing – The messages and submessages are categorized and the values used
are calculated based on the system information. Furthermore, the symbols are defined
and the data stream is created.

• Timing Analysis – The time distances between all the occurrences of the different
symbols are measured and analyzed with respect to mean, variance and coefficient of
variation.

• Learning – The neural network structure (cf. 6.2.4) learns the model.

Emission

• Verification – When the malicious CAN packet data is compared to a normal trace,
differences have to be reported.

• Quality assessment – Using the metric, the quality of the learned automata is rated,
i.e. the detection performance is measured.
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6.1.2 Automaton type

The main intention is to learn a machine aL representing the root system aR and the original
system aO whose actual characteristics cannot be accessed completely without uncertainties.

• Original system aO – The original system is the actual system exerting the message
exchange which is observed.

• Root system aR – The root system is part of the original system which is accessible,
as it is mapped in the message exchange observed so far.

• Learned system aL – The learned system is the system represented by the learned
machine.

Using the Angluin-style learner, a machine is learned that is defined by:

aL = (ZL,AL,TL) (6.1)

TL =


t11 t12 · · ·
t21

. . .
... tij

 ; tij ∈ {AL ∪ {0}} (6.2)

nT = |{tij|tij ∈ AL}| (6.3)

where ZL is the number of learned states, AL is the alphabet and TL is the transition
matrix. All the transitions are deterministic (cf. 2.3), while states which define starting
and end points within the automaton are not defined. Every state is considered as possible
beginning and end point of a string. Nevertheless, there is at least one state with outgoing
transitions only (excluding purely cyclic machines). The languages (cf. 2.3) essential for the
proceeding are denoted as follows:

LAutomaton = LA and LStream of symbols = LS (6.4)

Due to the polynomial growth of the learning time, with regard to the system’s complex-
ity, a complete automotive system cannot be learned in an acceptable amount of time.
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6.1.3 Categorizing sub messages

As described in the previous chapters, it is usually not feasible to model the original system
aO in the presumed problem scenario (cf. 6.1.2). The model of the the root system i.e.
the model representing information contained in the message traffic, has to be as relevant
as possible. This means that the used information has to represent the system behavior
maximally well. The messages exchanged within the bus system contain discrete or con-
tinuous values. Certainly, all values are transmitted binary, but if they are treated the
same way, the system’s complexity increases dramatically. There is a simple reason to this:
Continuous values still consist of the value transmitted as a binary number and the factor
determining the real number. The assumption made at this point, is that the number of
values, which can be adopted by the given factor, will be higher than the number of states.

6.1.4 Cyclic messages

On a CAN bus and other bus systems, messages are sent cyclically. Messages with a cer-
tain ID can be found on the bus with a defined distance in time within a defined tolerance.
Figure 6.1 illustrates existing cycle times in CAN messages. The abscissa represents the
amount of CAN IDs showing the same interval. The respective intervals are shown on the
ordinate. There are more cycle times than the obvious ones such as 250ms, 500ms etc. and
their multiples. Periodically sent variables, like checksums (depending on their definition) or
system-related events, are mapped and interdependencies can also be recognized respectively.
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event-oriented symbol-definition (cf. 6.2.3) for the example-data.
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Figure 6.2: Histogram Showing Cyclic Symbols

The abscissa represents the amount of symbols showing the same interval. The respective
intervals are shown on the ordinate. It is evident from 6.2 that there are more cycle-times
than the obvious ones like 100ms, 200ms etc. and their multiples.
Periodically sent variables, like checksums (depending on their definition) or system-related
events, are mapped and interdependencies can be recognized. They are highly dependent on
the definition of letters, and can be detected by analyzing the symbol-timing as described
in the following.

Statistical Analysis

To enable the access to hidden structures within the data, a statistical analysis is exerted.
Five properties are considered being interesting for a further analysis.

1. First Occurrence of an Event

2. Last Occurrence of an Event

3. Sample Mean of the Distances in Time = Cycle-Time

4. Quantity of Single Events

5. Coefficient of Variation of the Cycle-Time

These properties (cf. 2.4) allow to analyze the events concerning their timing.

Figure 6.1: Histogram showing cyclic CAN messages for the used data set.
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6.2 Training the neural network

During the detection phase, the learning mechanism of the proposed ANN structure is to
classify normal and attack packet data. In this phase, the ANN learns to label classes
correctly by adjusting its corresponding weights. Processing the training data step-by-step,
the ANN makes use of the weights and transfer functions in the hidden layers and makes a
comparison between the desired output and the actual output. Emerging errors are back-
propagated to the network, causing the ANN to tweak the weights for the next input multiple
times continually. Since the performance of an ANN is entirely dependent on the training
performed, the identical training set is processed in a loop-like manner. The individual steps
that are related to the iterative learning approach are presented and discussed subsequently.

6.2.1 Data acquisition

During the data acquisition phase, a moderately large amount of CAN bus traces from a
modern car (cf. figure 6.2) was recorded using a CAN-to-USB interface, connected to the
vehicle via on-board diagnostics interface. Also known as OBD-II and EOBD, the diag-
nostic interface is available in all petrol-powered cars made in 2001, and in 2004 or later
for all diesel cars respectively [139]. OBD-II grants the reading and monitoring of emission-
related signals such as the vehicle’s speed, revolutions per minute and throttle position [140].

(a) Mercedes Benz E350 with 2987 ccm and 170 kW. (b) In-car OBD-II interface.

Figure 6.2: Test vehicle for recorded traces on a connected CAN bus using on-board diagnostics interface.
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With regard to analyzing the CAN bus data, an open source PC-based monitoring software
was chosen [141]. Figure 6.3 shows extracted raw CAN bus data from the used test vehicle.

Figure 6.3: Open source analyzing software used for monitoring a raw CAN bus trace.

Although the CAN message payload data field may vary in length (maximum of 8 byte), mes-
sages with 8-byte-data were predominant. In-vehicle recordings comprise different scenarios,
such as full braking, accelerating, sudden wheel steering and using the turn indicators ran-
domly (cf. table 6.1). Five recordings, each with more than 800,000 messages are recorded
using 80 kBit/s and 500 kBit/s access. Also, approximately 50 different IDs are identified.

Tool chain

The implementation is written in Python and compiled with JetBrain’s PyCharm Profes-
sional 2016.1.3. Some parts of the statistical analysis are implemented using neural network
toolbox for use with MathWork’s MATLAB [142], particularly those for the feature extrac-
tion and learning. Due to the ease of use, preparation of recorded data is done with Math-
Work’s MATLAB in version R2015b. Microsoft Windows 10 (x64) runs on the used test
laptop with an Intel i5-2450M Dual Core processor with 2.5 GHz and 8 GB main memory.
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Time Bus ID CAN ID Received (Rx) Payload
613.0132 1 222 Rx 0C 00 31 00 70 0A 0F 0F
613.0143 1 11 Rx 30 00 00 00 10 19 19 00
613.0166 1 30 Rx FD 1C BF FF FF FF FF FF
613.0190 1 14 Rx 00 00 00 00 34 88 44 2D
613.0209 1 3 Rx 1E B3 31 1D F3 31 F2 CA
613.0277 1 17 Rx 08 16 00 00 88 00 02 57
613.0379 1 4 Rx 00 FF 21 81 FF FF 0E 52
613.0506 1 14 Rx 3C 00 01 19 17 19 19 00
613.0582 1 90 Rx 0C 08 39 00 70 0A 0F 0F
613.0600 1 12 Rx 8 3C 00 01 19 17 19 19 00

Table 6.1: Excerpt from a recorded CAN bus data trace.

6.2.2 Parameter extraction

Referring to an abstract representation of a CAN bus data packet, the CAN bus feature is
mainly designed concerning computational efficiency. To put it differently, the CAN feature
is extracted directly from a trace of CAN packets so that the extraction does not require
decoding subsequently. Incidents of symbols in a data packet, particularly the Data field
(cf. 2.2.2) that includes 8 byte (64) positions in the CAN bus syntax are taken into account.
The following representation of the data vector can be mathematically described as follows:

Po = {P (bi), ..., P (b63)} (6.5)

where P (bi) is the probability of the symbol “1” that is observed in the i-th position of a
bit. Given a logistic function L: If P (bi) is < 0.5, the class is mapped to 0, if P (bi) is ≥ 0.5

it is depicted to 1. In order to generate the parameter, the entire bit positions comprised in
the Data field may be of purpose, however, scaling down the dimension can be achieved by
taking semantics, within a predefined range of an analogous syntax element, into account.
The proposed technique regards a system model that takes the prevailing parameter (rev-
olutions per minute, speed, throttle, accelerator pedal) acquired from the in-vehicle CAN
where cross prediction is applied. An overview of extracted parameters is given in figure 6.4.
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Figure 6.4: Manual parameter extraction from a test drive using a parallel coordinates plot with minimum
values on bottom x-axis and maximum values on top x-axis.

6.2.3 Feature transformation

After analyzing and extracting the recorded data there are emerging problems to deal with:

1. The CAN packets carrying the parameters are sent at different frequencies, hence, the
period of each parameter is not accurate because of the way CAN bus nodes contend
for access.

2. The CAN ID also serves as a priority field, thus, the priority of the parameters are
different among themselves.

3. The timestamps of associated data is not accurate, since the accuracy of the timestamps
depends on the used hardware.

In order to solve the aforementioned problems before using the data packets to train a model,
the parameters are normalized using parameter scaling and mean normalization techniques:

xi :=
xi − µi
si

(6.6)
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where µi is the average of all values for parameter i and si is the range of values (max - min),
or the standard deviation respectively. Table 6.2 shows the preprocessed (subsampled) data.

Time CAN ID Load Intake Press Engine Rev Speed Throttle
240047.9 222 0.021255 0.000419287 0.02149 0.023041 0.021255
240047.9 11 0.021255 0.000419287 0.02149 0.023041 0.021255
240051.9 30 0.021255 0.000419287 0.02149 0.023041 0.021255
240052.9 14 0.021255 0.000419287 0.02149 0.023041 0.021255
240060.9 3 0.021255 0.000419287 0.02149 0.023041 0.021255
240061.9 17 0.021255 0.000419287 0.02149 0.023041 0.021255
240066.9 4 0.021883 0.000419287 0.02149 0.023041 0.021255
240073.9 14 0.021255 0.000419287 0.02149 0.023041 0.021255
240079.9 90 0.021255 0.000419287 0.02149 0.023041 0.021255

Table 6.2: CAN bus data packets after preprocessing using parameter scaling and normalization techniques.

6.2.4 Classification and learning

Figure 6.5 shows the ANN structure to classify both, normal and malicious CAN packet data.
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Figure 6.5: Artificial neural network structure in the proposed anomaly detection technique.
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The structure comprises an input layer, several hidden layers and an output layer denoting
normal and anomalous data packets. Each unit in figure 6.5 computes an output with a
sigmoidal (logistic) activation function (cf. 4.4.1). Following this, the summed output vectors
are transferred to subsequently hidden layers. Referring to a supervised learning problem (cf.
4.4.4) and the previous figure 6.5, a training set is given by (v1, y1), (v2, y2), . . . , (vm, ym) with
m samples. Also, there is a feature vector v and y representing the binary label information,
assigned to each training sample. While the learning phase is taking place, v denoting the
input feature, moves through the perceptible input units at the beginning of the neural
network structure, in which initial weights are given by the learning process 4.4.4. Following
this, the weights are tweaked by hand. For this purpose, the cost function J denoting how
well an ANN performs the mapping to correct output classes, given as the mean squared
error between the predicted value and the output, is minimized by the subsequent equation:

J(w; v, y) =
1

2m

m∑
i=1

(hθ(v)− y)2 (6.7)

where w denotes the set of weights, y represents the label and hθ(v) is the output function.
Represented by J as the global cost function, a full batch training is given by the equation:

J(w) =
1

m

m∑
i=1

J(w; vi, yi) +
λ

2m

L∑
l=1

Sl∑
i=1

Sl+1∑
j=1

(w
(l)
j,i )

2 (6.8)

where L is the entire quantity of layers comprising the network, Sl is the amount of units
(bias unit excluded) in the l-th layer, and wlj,i ∈ w denoting the weight of the edges between
a unit i within the layer l − 1 and a unit j in the layer l. The goal is to obtain an optimal
parameter set w∗, minimizing the error between the predicted output and the cost function:

w∗ = arg min
w

J(w) (6.9)

this can be obtained by applying backpropagation (cf. 4.4.5) combined with gradient descent:

wlj,i := wl−1j,i + α
∂

∂wl−1j,i

J(w) (6.10)

where α represents the learning rate and controls how aggressively gradient descent is and
∂

∂wl−1
j,i

denoting a derivative term which updates the weight vector parameters simultaneously.
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6.3 Testing and evaluation

This section evaluates the proposed detection approach regarding essential aspects. The
performance as well as the quality of the developed and refined techniques are evaluated
and discussed. With respect to this we refer to [143] where experiments on artificial neural
networks were used for statistical anomaly intrusion detection for automotive CAN security.

6.3.1 Performance

For a simulation scenario 80 minutes of driving data and approximately 65000 records of CAN
network traffic were collected. They were separated: 39000 records were used for training and
26000 for testing. The neural network was trained for 150 epochs (full training cycles applied
on the prepared training set). The misclassification rate was measured as the percentage of
inputs that were misclassified: false positives and false negatives (cf. figure 6.6 (red-colored)).

Figure 6.6: Confusion matrix for normal and malicious CAN packet data along with 64996 recorded data
samples. 1170 examples of malicious data are misclassified as normal, and 1950 normal examples are incor-
rectly predicted as malicious. Overall, 95.2 % of the predictions are correct and 4.8 % are false predictions.
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In figure 6.6, the first two diagonal cells denote the value and percentage of correct clas-
sifications by the trained network. 30743 data packets are correctly classified as normal.
This corresponds to 47.3 % of all 64996 recorded samples. Similarly, 31133 packets are
correctly classified as malicious. This corresponds to 47.9 % of all available data samples.
1170 of the malicious packets are incorrectly classified as normal and this corresponds to 1.8
% of all 64996 samples in the data set. Similarly, 1950 of the normal packets are incorrectly
classified as malicious and this corresponds to 3.0 % of all data. Out of 31913 normal predic-
tions, 96.2 % are correct and 3.7 % are wrong. Out of 33083 malicious predictions, 94.1 %
are correct and 5.9 % are wrong. Out of 32693 normal cases, 94.1 % are correctly predicted
as normal and 5.9 % are predicted as malicious. Out of 32303 malicious cases, 96.3 % are cor-
rectly classified as malicious and 3.7 % are classified as normal. Overall, 95.2 % of the predic-
tions are correct and 4.8 % are wrong classifications with regard to 64996 available samples.
The performance of the false negative and the false positive classification rates is acquired
by using receiver operating characteristics. In figure 6.7, the concurrence between the false
positive detection and the correct classification is represented using the following equation:

RM (%) =
DM

TM
× 100 (6.11)

RN (%) =
DN

TN
× 100 (6.12)

where RM is the detection value of a malicious packet, RN relates to the detection value of
a benign packet, DM is the value of detected malicious packets, DN refers to the number of
detected normal packets, TM corresponds to the total number of malicious packets and TN
represents the total number of normal packets. By plotting the consolidation of the false
positive value and the detection ratio with a given threshold, the curves in figure 6.7 can be
achieved. It should be noted that a receiver operating characteristics curve shows an optimal
classification performance when the data points are visualized more in the top-left corner.
With respect to the performance progress of a neural network, a visual indicator at which the
validation performance reached a minimum is helpful to determine if any changes need to be
made to the network’s architecture, the available data sets, or the training process. Figure
6.8 depicts the best performance, which is taken from the epoch with the lowest validation
error. Determined by the cost function, the error reduces in general with increasing epochs.
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Figure 6.7: Receiver operating characteristics to measure the trade-off between the false positive detection
and the correct classification for normal packets (green) and maliciously injected packets (red).

Figure 6.8: Best network performance, taken from the lowest validation error of 0.040244 at epoch 144.
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6.3.2 CAN packet injection

There are two forms of CAN message injection strategies. On the one hand there is in-
jecting CAN diagnostic messages, on the other hand is injecting standard messages to inti-
mate the messages from ECUs [144], [145]. In general, diagnostic messages do not appear
when a passenger vehicle is on the road. If a diagnostic message happens on the road,
it is needed to be assumed that an attack or system malfunction may be the case [146].
During the evaluation experiments, message injection attacks are divided into two types
for experiments. The first type covers the injection of specific CAN messages compris-
ing a single CAN ID repeatedly to make the vehicle operate according to the injected
messages [147]. Type two refers to injecting random or preordered messages of multiple
CAN IDs to massively disrupting the CAN communication and eventually causing a sys-
tem malfunction on the in-vehicle network [148], [149] or a denial of service [150], [151].
With regard to this, the vehicular CAN is simulated by sending data packets to the net-
work that communicate with several ECUs on a broadcasting-based message transmission.
CAN packets were generated using the Open Car Test-bed and Network Experiments (OC-
TANE) software and sent to the CAN via on-board diagnostics which typically provides
direct access to one of the vehicle’s CAN buses (modern cars contain multiple CANs).
To address the problem of overfitting, a larger amount of generated packets were assigned to
the training data than to the testing data. Attack scenarios comprise the injection of a single
messages and multiple messages with various speed for making the CAN unavailable [152].
In the first place messages of a randomly selected single CAN ID with double, fivefold, and
tenfold faster than origin cycle are injected. Generated messages are sent 10-100 times faster
than the original ECU to make the target ECU listen to the injected messages (cf. [7]). Fig-
ure 6.9 represents the time intervals of selected CAN IDs at normal status and injection
status, respectively. Messages are injected tenfold faster than the own cycle of the CAN ID,
therefore, the time interval of injected messages is less than 10 % of the original interval.
In the following example, the difference of time intervals between the normal status and
malicious status can be clearly seen. In figure 6.9 each point represents an order and time
interval of a message. The abscissa depicts the message generation number, whereas the
ordinate is a time interval of a message. In figure 6.9b, the first message is generated at
0.055s and the second message is created at 0.157s, therefor, its point is marked at 25, 0.102.
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(a) Normal CAN messages status. (b) Malicious CAN messages status.

Figure 6.9: Scatter plot showing time intervals of CAN messages.

Further examination comprised injected messages of ten randomly selected CAN IDs with
double, fivefold, and tenfold than original speed. In order to avoid the problem of overfitting
(cf. section 4.2), injected messages are divided as follows: 30 malicious samples and 70 nor-
mal samples in double speed injection, 40 attack samples and 60 normal samples in fivefold
speed injection, and 45 attack samples and 55 normal samples in tenfold speed injection.
The experimental results of injected single and multiple messages are presented in table 6.3.

Message type Speed Normal samples Malicious samples Performance

Single
CAN ID

Double 67 33 92.4 %
Fivefold 52 48 93.1 %
Tenfold 71 29 89.7 %

Multiple
CAN IDs

Double 63 37 92.0 %
Fivefold 74 26 95.6 %
Tenfold 55 45 92.4 %

Table 6.3: Performance evaluation of experimental CAN message injection.

In summary, it can be established that there is a clear distinction between time intervals
of messages under normal status and injected attack status. Time frames of a concretely
chosen CAN ID in normal condition is approximately 0.10 seconds. In contrast to this, time
intervals under injection attack conditions are nearly one-tenth of the normal time interval.
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Chapter 7

Summary

The following chapter concludes the thesis, identifies the main contri-
butions, highlights benefits and limitations of the proposed approach
and discusses possible future works within the related field of research.

This thesis aims at providing a solution to the problem of detecting intruders in
an automobile network by means of a self-learning mechanism. Arising tasks

are related to the data acquisition the proposed learning technique including performance.

The principal motivation is to enable the use of formalized techniques to model a real-
world distributed system by observing the message exchange of a modern passenger vehicle.
In this regard, it is shown how a data stream can be abstracted by using statistical analysis.
Based on this definition, a symbol stream is generated representing the message exchange
that takes place between the bus participants. To access these information, basic bus-related
data is required to allow the interpretation of the data stream. As the intention of the whole
concept is to model a system with complexity to a high degree, it is proposed to segment
the data stream resulting from the abstraction described above. In this case, an intense
complexity means that the amount of occurring events is high in a certain period of time.
To achieve the desired learning, an ANN is exerted using the results of a statistical analysis.

68



7.1 Contributions

It is shown how the approach of anomaly-based intrusion detection can be applied to learn
a representation of a real system. For that purpose, CAN bus traces of a modern vehicle
are used in order to introduce an event-based system representation. The particular steps
are evaluated and analyzed to provide further development. In the end, it is demonstrated
how the actual concept can be used for detecting anomalous states in vehicular networks.
Section 6.3.1 shows the performance of the developed detection system. It is rated in two
ways: Predominantly, the quality of the detection is reviewed as well as the concurrence
between incorrect positive detection and the proper classification is shown. Moreover, ex-
periments that involve injected CAN packets are conducted. This analysis gives parameters
indicating which events show similar behavior regarding quantity of occurrence, cycle time
and the variation of the cycle time. The CAN traces defined during clustering are fed to
a learning algorithm which derives automaton models. An ANN is employed for that pur-
pose where parameters, extracted from the network, as probability-based feature vectors are
trained. This is the basis of detecting anomalies emitted by a trace of a system’s behavior.

7.2 Benefits

The proposed approach provides benefits in many ways. Anomaly detection offers advantages
as part of IDS in general, but also certain improvements over signature-based techniques.
A major benefit over signature-based IDS is that ANNs are capable of learn characteristics
and patterns of unknown instances with increasing experience. The main advantage of the
use of ANNs for intrusion detection is their flexibility. ANNs have the capability to moni-
tor data within a vehicular network, even if the broadcasted CAN packets are incomplete
or distorted. Both these characteristics are crucial in the context of an automobile network
when it comes to receiving information with the provision of an unpredictable system failure.
Since ANNs learn from historical data, predictions about future instances can be derived
on the basis of the previously known behavior. ANNs can be used to recognize already
known attacks with a very high detection rate and apply this knowledge to instances whose
characteristics do not exactly match previously known attacks. As with the previous men-
tioned benefits, there are limitations of IDS in general and disadvantages which apply to
anomaly-based IDS and in particular the possible use of ANNs within this field of research.
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7.3 Limitations

Unlike data from the on-board diagnostics interface, converted raw CAN recordings from
car manufacturers are highly confidential and available only as part of an ongoing project.
Another serious drawback of anomaly detection systems is that they can only detect attacks
that exhibit abnormal behavior. Also, the vulnerability during the learning phase poses a
major problem. Ideally, attacks should be prevented during the system’s learning phase.
The dynamics of the learned network characteristics are also considered as an additional
risks, since trained attack profiles from potential intruders may no longer seen as anomalous
and, thus, as an attack. The further drawback of anomaly-based intrusion systems following,
is that they are an expensive and maintenance-intensive approach. Expensive, since high
demands towards the hardware and software, such as real-time capabilities and a sufficient
memory space, are placed. Moreover, special employees are needed to initialize and maintain
the detection system. With respect to maintenance-intensive, set threshold values have to
be constantly updated and adapted after the initialization of the anomaly detection system.
However, the high rate of false alarms (false positives), resulting from a narrowly trained de-
tection system and a high rate of wrongly classified intruders (false negatives), resulting from
a broadly trained algorithm, is probably the most obvious disadvantage of anomaly detection.
When it comes to applying an ANN to the problem of intrusion or misuse detection, three
primary arguments against this strategy arise. The first argument against ANNs refers to
the requirements of the training itself. Since an ANN’s ability to identify indications of
possible intrusion is entirely dependent on the training of the system being monitored, the
training data and the techniques are used rather critically. Secondly, in order to ensure that
the results are statistically significant and correct, the training routine requires an enor-
mous amount of data to be learned. The training of an ANN for the purpose of intrusion
detection can require countless, individual attack sequences. The vast amount of this sen-
sitive information is not only very hard to obtain but was also not available for this thesis.
The most significant drawback of applying an ANN to IDS is the black box nature of ANNs.
The user can neither specify an ANN what triggers a particular behavior, nor can he man-
ually change the ANN to have a specific way of behaving. ANNs adapt their analysis in
response to the training that is performed. The weights and transfer function are usually
frozen after the ANN has achieved an acceptable success. Although the ANN is reaching an
adequate probability of success, the basis for this degree of precision is not often known [153].
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7.4 Outlook

Nowadays, most IDS work with signature-based analysis. Since both, anomaly-based and
signature-based detection systems are still a long way away from being implemented as a
standard for widespread use in mass-produced vehicles, in the opinion of the author, hybrid
forms of different intrusion detection methods will be most likely to become established.
Although many parts of this thesis work have been described in detailed, there are still
research activities need to be made. If a possible attacker is able to send CAN packets on
the CAN bus, this scenario might have a significant impact not only on the security of auto-
mobiles but also on driver and passenger safety. Technical implementations such as securing
the CAN communication by cryptographic security mechanisms [154], functional and pene-
tration testing of automotive components [155] or by evaluating anomaly detection in LIN,
MOST, FlexRay or other vehicular bus systems [156], can not guarantee full compensation
for cyber attacks on cars. In order to close the gap towards automotive security, the consider-
ation of cyber attacks on cars must become an integral part of every design decision in terms
of hardware and software. Car manufacturers as well as automotive technology suppliers
should therefore consistently build up expertise from the field of conventional information se-
curity and apply given strategies as an integral part of their engineering change management.
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